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Preface

Theoretical physics deals with physical models. The main requirements for a
good physical model are simplicity and universality. Universal models which
can be applied to describe a variety of different phenomena are very rare in
physics and, therefore, they are of key importance. Such models attract the
special attention of researchers as they can be used to describe underlying
physical concepts in a simple way. Such models appear again and again over
the years and in various forms, thus extending their applicability and educa-
tional value. The simplest example of this kind is the model of a pendulum;
this universal model serves as a paradigm which encompasses basic features
of various physical systems, and appears in many problems of very different
physical context.

Solids are usually described by complex models with many degrees of
freedom and, therefore, the corresponding microscopic equations are rather
complicated. However, over the years a relatively simple model, known these
days as the Frenkel-Kontorova model, has become one of the fundamental and
universal tools of low-dimensional nonlinear physics; this model describes a
chain of classical particles coupled to their neighbors and subjected to a pe-
riodic on-site potential. Although links with the classical formulation are not
often stated explicitly in different applications, many kinds of nonlinear mod-
els describing the dynamics of discrete nonlinear lattices are based, directly
or indirectly, on a 1938 classical result of Frenkel and Kontorova, who applied
a simple one-dimensional model for describing the structure and dynamics
of a crystal lattice in the vicinity of a dislocation core. This is one of the
first examples in solid state physics when the dynamics of an extended defect
in a bulk was modelled by a simple one-dimensional model. Over the years,
similar ideas have been employed in many different physical problems, also
providing a link with the mathematical theory of solitons developed later for
the continuum analog of the Frenkel-Kontorova (FK) model.

In the continuum approximation, the FK model is known to reduce to the
exactly integrable sine-Gordon (SG) equation, and this explains why the FK
model has attracted much attention in nonlinear physics. The SG equation
gives an example of a fundamental nonlinear model for which we know ev-
erything about the dynamics of nonlinear excitations, namely phonons, kinks
(topological solitons), and breathers (dynamical solitons); and their multi-
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particle dynamics determines the global behavior of a nonlinear system as a
whole. Although the FK model is inherently discrete and is not integrable,
one may get a deep physical insight and simplify one’s understanding of the
nonlinear dynamics using the language of the SG nonlinear modes as weakly
interacting effective quasi-particles. The discreteness of the FK model mani-
fests itself in such phenomena as the existence of an effective periodic energy
known as the Peierls-Nabarro potential.

The simplicity of the FK model, due to the assumptions of linear inter-
atomic forces and a sinusoidal external potential, as well as its surprising rich-
ness and capability to describe a range of important nonlinear phenomena,
has attracted a great deal of attention from physicists working in solid-state
physics and nonlinear science. Many important physical phenomena, ranging
from solitons to chaos as well as from the commensurate-incommensurate
phases to glass-like behavior, present complicated sub-fields of physics each
requiring a special book. However, the FK model provides a unique opportu-
nity to combine many such concepts and analyze them together in a unified
and consistent way.

The present book aims to describe, from a rather general point of view,
the basic concepts and methods of low-dimensional nonlinear physics on the
basis of the FK model and its generalizations. We are not restricted by the
details of specific applications but, instead, try to present a panoramic view
on the general properties and dynamics of solid state models and summarize
the results that involve fundamental physical concepts.

Chapter 1 makes an introduction into the classical FK model, while
Chap. 2 discusses in more detail the applicability of the FK model to dif-
ferent types of physical systems. In Chap. 3 we introduce one of the most
important concepts, the concept of kinks, and describe the characteristics of
the kink motion in discrete chains, where kinks are affected by the Peierls-
Nabarro periodic potential. In Chap. 4 we analyze another type of nonlinear
mode, the spatially localized oscillating states often called intrinsic localized
modes or breathers. We show that these nonlinear modes may be understood
as a generalization of the SG breathers but exist in the case of strong discrete-
ness. Chapters 3 and 4 also provide an overview of the dynamical properties
of the generalized FK chains which take into account more general types of
on-site potential as well as anharmonic interactions between particles in the
chain. The effect of impurities on the dynamics of kinks as well as the dy-
namics and structure of nonlinear impurity modes are also discussed there.
Chapter 5 gives a simple introduction to the physics of commensurate and
incommensurate systems, and it discusses the structure of the ground state
of the discrete FK chain. We show that the FK model provides probably the
simplest approach for describing systems with two or more competing spa-
tial periods. While the interaction between the atoms favors their equidistant
separation with a period corresponding to the minimum of the interatomic
potential, the interaction of atoms with the substrate potential (having its
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own period) tends to force the atoms into a configuration where they are
regularly spaced. In Chap. 5 we employ two methods for describing the prop-
erties of the FK model: first, in the continuum approximation we describe the
discrete model by the exactly integrable SG equation, and second, we study
the equations for stationary configurations of the discrete FK model reducing
it to the so-called standard map, one of the classical models of stochastic the-
ory. The statistical mechanics of the FK model is discussed in Chap. 6, which
also includes the basic results of the transfer-integral method. Here, the FK
model again appears to be unique because, on the one hand, it allows the
derivation of exact results in the one-dimensional case and, on the other hand,
it allows for the introduction of weakly interacting quasi-particles (kinks and
phonons) for describing the statistical mechanics of systems of strongly in-
teracting particles. Chapter 7 gives an overview of the dynamical properties
of the FK model at nonzero temperatures, including kink diffusion and mass
transport in nonlinear discrete systems. Chapter 8 discusses the dynamics
of nonlinear chains under the action of dc and ac forces when the system is
far from its equilibrium state. Chapter 9 discuses ratchet dynamics in driven
systems with broken spatial or temporal symmetry when a directed motion
is induced. The properties of finite-length chains are discussed in Chap. 10,
whereas two-dimensional generalizations of the FK model are introduced and
described in Chap. 11, for both scalar and vector models. In the concluding
Chap. 12 we present more examples where the basic concepts and physical
effects, demonstrated above for simple versions of the FK chain, may find
applications in a broader context. At last, the final chapter includes some in-
teresting historical remarks written by Prof. Alfred Seeger, one of the pioneers
in the study of the FK model and its applications.

We thank our many colleagues and friends around the globe who have col-
laborated with us on different problems related to this book, or contributed
to our understanding of the field. It is impossible to list all of them, but we are
particularly indebted to A.R. Bishop, L.A. Bolshov, D.K. Campbell, T. Daux-
ois, S.V. Dmitriev, S. Flach, R.B. Griffiths, B.A. Ivanov, A.M. Kosevich,
A.S. Kovalev, I.F. Lyuksyutov, B.A. Malomed, A.G. Naumovets, M.V. Paliy,
M. Peyrard, M. Remoissenet, J. Röder, A. Seeger, S. Takeno, L.-H. Tang,
A.V. Ustinov, I.I. Zelenskaya, and A.V. Zolotaryuk.
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1 Introduction

This introductory chapter is intended to provide a general overview of the
classical formulation of the Frenkel-Kontorova model and its continuum ver-
sion, the sine-Gordon equation. The chapter introduces also the fundamental
modes of the model, phonons, kinks, and breathers, and describes some of
their general properties. It also provides the background for the subsequent
discussion of the basic physical systems where the nonlinear dynamics is de-
scribed by the Frenkel-Kontorova model and its generalizations.

1.1 The Frenkel-Kontorova Model

A simple model that describes the dynamics of a chain of particles interacting
with the nearest neighbors in the presence of an external periodic potential
was firstly mentioned by Prandtl [1] and Dehlinger [2], see the historical notes
of Prof. Alfred Seeger at the end of the book (see Chap. 13). This model
was then independently introduced by Frenkel and Kontorova [3]–[6]. Such a
chain of particles is presented schematically in Fig. 1.1. The corresponding
mechanical model can be derived from the standard Hamiltonian,

H = K + U, (1.1)

where K and U are the kinetic and potential energies, respectively. The
kinetic energy K is defined in a standard way,

K =
ma

2

∑

n

(
dxn
dt

)2

, (1.2)

where ma is the particle mass and xn is the coordinate of the n-th particle
in the chain. The potential energy U of the chain shown in Fig. 1.1 consists
of two parts,

U = Usub + Uint. (1.3)

The first term Usub characterizes the interaction of the chain with an external
periodic on-site potential, taken in the simplest form,

Usub =
εs
2

∑

n

[
1 − cos

(
2πxn
as

)]
, (1.4)
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where εs is the potential amplitude and as is its period. The second term
Uint in Eq. (1.3) takes into account a linear coupling between the nearest
neighbors of the chain,

Uint =
g

2

∑

n

(xn+1 − xn − a0)2, (1.5)

and it is characterized by the elastic constant g and the equilibrium distance
of the inter-particle potential, a0, in the absence of the on-site potential
(see Fig. 1.1). The model introduced by the Hamiltonian (1.1)–(1.5) can be
justified under the following simplifying assumptions on the corresponding
physical system:

(i) The particles of the chain can move along one direction only;
(ii) In the general expression for the substrate potential energy written as

Usub =
∑

n

Vsub(xn), (1.6)

the function Vsub(x) is expanded into the Fourier series, and only the first
term is taken into account;

(iii) The energy of the interparticle interaction includes only the coupling
between the nearest neighbors,

Uint =
∑

n

Vint(xn+1 − xn), (1.7)

and, expanding Vint(x) in a Taylor series, only the harmonic interaction is
taken into account, so that g = V ′′

int(a0).

gao

as

Fig. 1.1. Schematic presentation of the Frenkel-Kontorova model: A chain of par-
ticles interacting via harmonic springs with elastic coupling g is subjected to the
action of an external periodic potential with period as.

Introducing the dimensionless variables, we re-write the Hamiltonian (1.1)–
(1.5) in the conventional form (H = 2H/εs)

H =
∑

n

{
1
2

(
dxn
dt

)2

+ (1 − cosxn) +
g

2
(xn+1 − xn − a0)2

}
, (1.8)
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where a0 → (2π/as)a0, xn → (2π/as)xn, t → (2π/as)(εs/2ma)1/2t, and
the dimensionless coupling constant is changed according to the following,
g → (as/2π)2g(εs/2)−1. In such a renormalized form, the Hamiltonian (1.8)
describes a harmonic chain of particles of equal unit mass moving in a si-
nusoidal external potential with period as = 2π and amplitude εs = 2.
In order to obtain all the physical values in the corresponding dimensional
form, one should multiply the spatial variables by (as/2π), the frequencies
by (2π/as)

√
εs/2ma, the masses by ma, and the energies by (εs/2).

From the Hamiltonian (1.8), we obtain the corresponding equation of
motion of a discrete chain,

d2xn
dt2

+ sinxn − g (xn+1 + xn−1 − 2xn) = 0. (1.9)

It is important to notice here that Eq. (1.9) does not include explicitly the
equilibrium lattice spacing in the absence of the on-site potential, a0.

In this chapter, as well as in two subsequent chapters 3 and 4 devoted
to the dynamics of kinks and breathers, we consider an infinite chain with
a0 = as when the ground state of the chain (i.e., its stationary state that
corresponds to the absolute minimum of the potential energy) describes a
commensurate array of particles. This means that each minimum of the sub-
strate potential is occupied by one particle, so that the “coverage” param-
eter θ (defined for a finite chain as the ratio of the number of particles to
the number of minima of the substrate potential) is θ = 1. In this case it
is convenient to introduce new variables for the particle displacements, un,
defined by the relation xn = nas + un. When the particle displacements un
are small, |un| � as, we can linearize the motion equation and obtain

d2un
dt2

+ un − g (un+1 + un−1 − 2un) = 0. (1.10)

Equation (1.10) describes linear modes of the chain, also called phonons,
un(t) ∝ exp[iωph(κ)t−iκn], which are characterized by the dispersion relation

ω2
ph(κ) = ω2

min + 2g (1 − cosκ), (1.11)

where κ is the dimensionless wavenumber (|κ| ≤ π). According to the disper-
sion relation (1.11), the frequency spectrum of the FK chain is characterized
by a finite band separated from zero by a gap ωmin ≡ ωph(0) = 1, and has
the cut-off frequency ωmax ≡ ωph(π) =

√
ω2

min + 4g.
When particles’ displacements are not small, the linear approximation

is no longer valid, and the primary nonlinear motion equation (1.9) may
support both extended modes (which generalize the linear modes – phonons)
and localized modes, a new type of excitations of the chain. The simplest way
to introduce and describe these nonlinear modes is to consider the continuum
approximation for the dynamics of a discrete chain. A correct procedure for
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deriving the motion equations in the continuum limit from a lattice model was
suggested by Rosenau [7], and his approach can be applied to the dynamics
of chains with arbitrary inter-particle and substrate potentials.

In order to obtain the equations of the continuum model, we re-write the
motion equations that follow from the Hamiltonian (1.1)–(1.5) in a general
form

d2un
dt2

= Fint(as + un − un−1) − Fint(as + un+1 − un) + Fsub(un), (1.12)

where

Fint(u) = −dVint(u)
du

, and Fsub(u) = −dVsub(u)
du

.

Equation (1.12) can be modified further by introducing the so-called n-th
bond lengths defined as vn = (un − un−1)/as. As a result, we obtain

as
d2vn
dt2

= −[Fint(as + asvn+1) + Fint(as + asvn−1)

−2Fint(as + asvn)] + [Fsub(un) − Fint(un−1)]. (1.13)

Now, we treat the discrete values vn as functions of the continuous variable
nas, and expand the function vn+1 in the vicinity of vn. Formally, this can
be done by introducing a new variable x and continuous function v(x) by
changing n → x = nas and vn → ∂u/∂x|x=nas

. Keeping only the lowest-
order terms in the expansions, we obtain [7]

∂2u

∂t2
+ asL̂A

∂

∂x

{
Fint

[
as

(
1 +

∂u

∂x

)]}
− Fsub(u) = 0, (1.14)

where

L̂A = 1 +
a2
s

12
∂2

∂x2 + . . . .

Then, letting L̂−1
A act on Eq. (1.14), we obtain the continuous equation of

the order of O(a4
s),

∂2u

∂t2
−a2

s

12
∂4u

∂2x∂2t
−Fsub(u)+as

∂

∂x

{
Fint

[
as

(
1 +

∂u

∂x

)]
− as

12
∂

∂x
Fsub(u)

}
= 0.

The method described above takes into account all terms of the lowest
order which appear due to the effect of the lattice discreteness. In particular,
applied to the FK model discussed above, this method yields a perturbed SG
equation,

∂2u

∂t2
− d2 ∂

2u

∂x2 + sinu = εf(u), (1.15)

where d = as
√
g, and the function
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εf(u) =
a2
s

12

[
∂4u

∂2x∂2t
+
(
∂u

∂x

)2

sinu− ∂2u

∂x2 cosu

]
(1.16)

takes into account, in the first-order approximation, the effects produced by
the chain discreteness.

1.2 The Sine-Gordon Equation

Neglecting the discreteness effects in the standard FK model, we obtain the
well-known sine-Gordon (SG) equation,

∂2u

∂t2
− d2 ∂

2u

∂x2 + sin u = 0, (1.17)

where d = as
√
g and g = V ′′

int(as). Changing the spatial variable as follows,
x → x/d, we transform Eq. (1.17) to its canonical form,

∂2u

∂t2
− ∂2u

∂x2 + sinu = 0. (1.18)

The most remarkable property of the nonlinear partial differential equa-
tion (1.18) is its complete integrability. Indeed, the SG equation was one
of the first equations whose multi-soliton properties were recognized. In its
transformed form, Eq. (1.18) was originally considered by Enneper [8] in the
differential geometry of surfaces of a constant negative Gaussian curvature.
The study of Eq. (1.18) in the context of differential geometry revealed very
interesting properties, including the possibility to generate from one known
solution of Eq. (1.18) a new (unknown) solution by means of the so-called
Bäcklund transformation [9].

In physics, Eq. (1.18) found its first applications in the simplified disloca-
tion models (see Chap. 2 below), and kinks and breathers of the SG equation
were first introduced by Seeger and co-workers more than forty years ago [10]–
[12] (see also Refs. [13, 14]). The original German names for the kinks and
breathers were translatorische and oszillatorische Eigenbewegungen, and from
a historical point of view it is interesting to note that this preceded the dis-
covery of the soliton properties of the most familiar Korteweg–de Vries equa-
tion [15, 16] by more than a decade. Independently, Perring and Skyrme [17]
introduced the SG equation as a simple one-dimensional model of the scalar
field theory modelling a classical particle. Almost simultaneously, the SG
equation appeared in the theory of weak superconductivity to be the main
nonlinear equation describing the so-called long Josephson junctions [18],
where the kink solution describes a quantum of the magnetic field, a fluxon.
The two next important steps of the history of the SG equation were the
emphasis on its pedagogical power by use of the very simple chain of coupled
pendulums (the mechanical analog of the FK chain) made by Scott [19], and
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the solution of the related inverse scattering transform problem obtained by
Ablowitz and co-authors [20].

Later, the SG equation (1.18) was proved to be completely integrable with
the canonical variables introduced through the auxiliary scattering data, and
its properties have been described in many survey papers and books (see,
e.g., Ref. [21]). Here, we only mention the main properties of Eq. (1.18) and
its solutions in the form of nonlinear modes, which are important for us in
the study of a discrete FK model.

Elementary excitations of the SG system are known as: phonons, kinks,
and breathers.

Phonons are extended periodic solutions of the SG model that describe,
in the linear limit, the familiar continuous monochromatic waves, u(x, t) ∝
exp(iωt− ikx). The phonons are characterized by the dispersion relation, the
dependence of the wave frequency ω on its wave number k, ω2

ph(k) = 1 + k2,
which is a long-wave expansion of the expression (1.11). A nonlinear model
possess a set of periodic solutions that generalize the linear waves, but have
their frequency dependent on the amplitude of the wave.

Kinks, also called topological solitons, appear due to an inherent degener-
acy of the system ground state. A single kink can be understood as a solution
connecting two nearest identical minima of the periodic on-site potential,

uk(x, t) = 4 tan−1 exp[−σγ(v)(x− vt)], (1.19)

where σ = ±1 stands for the kink’s so-called topological charge. We call the
solution (1.19) a kink for the case σ = +1, and an antikink for the case σ =
−1. The parameter v is the kink’s velocity that cannot exceed its maximum
value c, the sound velocity. The kink’s velocity determines the kink’s width,
deff = d/γ(v), where d = c = as

√
g, and the factor γ(v) = 1/

√
1 − (v/c)2 can

be treated as a Lorentz contraction of the kink’s width which follows from
the relativistic invariance of the SG model.

Breathers, also called dynamical solitons, are spatially localized oscillat-
ing nonlinear modes. A SG breather has the form

ubr(x, t) = 4 tan−1

{(√
1 −Ω2

Ω

)
sin(Ωt)

cosh
(
x
√

1 −Ω2
)
}
, (1.20)

and it describes a nonlinear state with internal frequency Ω, 0 < Ω < ωmin
and amplitude umax = 4 tan−1

(√
1 −Ω2/Ω

)
localized on the spatial scale,

b = d/
√

1 −Ω2.
The kink’s energy, expressed in dimensionless units, can be found in

the form Ek(v) = mc2γ(v) ≈ mc2 + 1
2 mv

2. Such an approximation allows
introducing the kink’s rest mass, m = 2/(π2√g), and the kink’s energy,
εk = mc2 = 8

√
g. The breather energy can be found as εbr = 2εk

√
1 −Ω2, so

that 0 < εbr < 2εk. In the limit of low frequencies, Ω � 1, the breather can
be qualitatively treated as a weakly coupled pair of a kink and an antikink.
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When two kinks are placed close to each other, they attract or repel one
another depending on their relative topological charge σ1σ2. The energy of
the repulsion between two static kinks separated by a distance R is known to
be equal to (see, e.g., Ref. [22]) vint(R) ≈ εk sinh−2(R/2d), while the kink and
antikink attract each other according to the interaction potential vint(R) ≈
−εk cosh−2(R/2d). Thus, the energy of the interaction between two static
kinks with topological charges σ1 and σ2 separated by the distance R (R � d)
can be approximately represented as vint(R) ≈ 32σ1σ2

√
g exp(−R/d).

In the framework of the SG equation, kinks and breathers move freely
along the chain without loss of their energy for dissipation. Indeed, the
corresponding solution for a moving breather can be easily obtained from
Eq. (1.20) by applying the Lorentz transformation. The SG equation is ex-
actly integrable, i.e. it allows elastic interactions between all excitations, and
the only effect of such collisions is a phase shift (see, e.g., Ref. [21], for more
details). That is why kinks and breathers can be treated as nonlinear eigen-
modes, or quasi-particles of the SG model. Such an approach remains approx-
imately valid for the nearly integrable modifications of the SG equation, when
the model includes small perturbations such as those which appear when de-
riving the SG equation from the primary FK model in the quasi-continuum
approximation, assuming the effects of the model discreteness to be small.
In fact, being perturbed by small (conservative or nonconservative) pertur-
bations, kinks behave like deformable quasi-particles, i.e. their shapes may
be perturbed as well. Besides that, some new features may appear even in
the presence of small perturbations, e.g. a kink and an anti-kink may collide
inelastically producing a long-lived breather mode.

For the integrable SG model, any localized excitation can be presented
as an asymptotic superposition of elementary excitations of three kinds, i.e.
kinks, breathers, and phonons. Many of the nonlinear periodic solutions of
the SG equation can be also found in an analytical form. For example, a chain
of kinks is described by the following solution of the SG equation known as
a cnoidal wave,

u(x, t) = − sin−1[cn(x/k; k)], (1.21)

where cn is the Jacobi elliptic function. Equation (1.21) describes a periodic
sequence of identical kinks with width kd (where k < 1), separated by the
equal distance, L = 4dk K(k), K(k) being the complete elliptic integral of
the first kind. The interaction of a kink and large-amplitude (anharmonic)
phonons is also elastic in the framework of the SG model, and it is described
by an exact solution of the SG equation [23, 24]. In the small-amplitude limit,
this general kink-phonon interaction describes a phase shift in the elastic
scattering of linear phonons by a SG kink [25] (see also Ref. [26]).

As has been mentioned above, in the framework of the exactly integrable
SG model collisions of solitons are elastic, i.e. their shapes, velocities and
energies remain unchanged after collisions and the only effect produced by
the interactions is the phase shifts of the colliding solitons. For example, if
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we take the initial kink at rest and another kink coming from an infinity with
the initial velocity vin, then after their interaction the first kink will remain
at rest but the kinks’ coordinates will be shifted by a constant value. For
example, the coordinate of the first kink will be shifted by the value ∆x1,
where (see, e.g., Ref. [21])

∆x1 =
d

γ
ln
(
γ + 1
γ − 1

)
, γ =

√
1 − v2

in/c
2.

Analogously, collisions of other nonlinear excitations (phonons, kinks, and
breathers) in the framework of the SG model are accompanied by phase shifts
only. One of the main features of soliton collisions in integrable models is
their two-particle nature: When several solitons collide, a shift of any soliton
involved in the interaction is equal to the sum of the shifts caused by its
independent pair-wise interaction with other solitons. Such a two-particle
nature of the soliton interactions is a specific property of integrable systems.
When the primary SG system is modified by external (even conservative)
perturbations, many (in particular, three) particle effects can emerge [27].



2 Physical Models

In this chapter we discuss several examples of the physical systems where the
FK model plays an important role. We demonstrate how to introduce a sim-
plified model accounting for the basic features of the system’s dynamics, and
also mention why in many cases the standard FK model should be generalized
to take into account other important features, such as nonsinusoidal external
potential, anharmonic coupling between the particles, thermal effects, higher
dimension effects, etc. However, the main purpose of this chapter is not only
to list examples of different physical systems that can be analyzed effectively
with the help of the FK model but also provide an important guideline for
deriving low-dimensional models in other applications of nonlinear physics.

2.1 General Approach

The basic approach for deriving the FK model is rather simple. First of all,
from an original (usually rather complicated) discrete nonlinear system one
should extract a low-dimensional sub-system and describe the remaining part
as a substrate by introducing an effective potential to account for its action.
The elements of the effective one-dimensional discrete array play the role of
effective atoms in the FK model. In many cases, such elements correspond to
real atoms, although they may model clusters of atoms, as in the case of the
DNA-like chains, may correspond to spins in magnetic chains, or may even
describe some complex objects such as point-like Josephson junctions in an
array. In the model, the effective atoms interact with their neighbors, and the
simplest interaction is a linear coupling between the nearest neighbors. In the
systems described by the FK-type models, the effective substrate should have
a crystalline structure. In the simplest case, when the structure corresponds
to the Bravais elementary cell, i.e. it has one atom per an unit cell, one may
keep only the first term in the Fourier expansion of the periodic potential
and obtain a sinusoidal substrate potential.

In the framework of this approach, the standard FK model can de-
scribe, more or less rigorously, a realistic physical system only when the
one-dimensional sub-system and substrate are of a different origin, e.g. the
FK atoms are light particles, while the substrate potential is composed by



10 2 Physical Models

heavy particles which can be treated as being “frozen” so that their motion
can be neglected. As a matter of fact, this corresponds to many physical
systems. For example, this is the case of surface physics where the model
atoms are adsorbed atoms and the substrate corresponds to a crystal sur-
face, or hydrogen-bonded chains where atoms are light hydrogen atoms while
the substrate potential is created by heavy oxygen atoms. However, even in
other cases, such as in the dislocation theory where the atoms and substrate
are of the same origin, the FK model remains a very useful approximation,
and it allows to describe many nontrivial phenomena of the system dynamics,
often even at a simple qualitative level.

One more class of important problems described by the FK model is as-
sociated with the physics of incommensurate systems. Namely, if we consider
a free-end chain and assume that the equilibrium distance introduced by the
inter-particle interaction does not coincide with the period of the substrate
potential, then we naturally arrive at one of the simplest physical models
with two (or more) competing length scales. In this case, the richness of the
FK model increases dramatically due to a possibility of two distinct types
of the system ground states, commensurate and incommensurate ones. Thus,
the FK model appears also in many applications dealing with the physics of
incommensurable systems.

Below, we present several examples of the physical models for which the
FK model and/or its generalizations play an important role. These models
are of three distinct levels. The first level of the models, such as a simple
mechanical chain of pendulums, is reduced directly to the FK model. The
second level of models, such as that for describing a lattice crowdion, includes
the FK model with a more complicated type of interaction and more complex
type of the substrate potential. At last, the third level of models, such as the
models for describing the DNA dynamics, are usually more complicated and
they are reduced to the FK-like models under some additional assumptions.

2.2 A Mechanical Model

One of the simplest macroscopic models describing the dynamics of the FK
model was first introduced by Scott [19]. This is an experimental mechanical
transmission line which is an efficient and pedagogical system for observing
kinks and studying their remarkable properties [28]. Following Scott [19], such
a mechanical system can be easily constructed as a line of screws of length L,
which are fixed to brass cylinders connected by a steel spring and supported
horizontally by a piano wire. The stiffness of the springs can be selected
in such a way that the chain will be described by either quasi-continuous
or strongly discrete FK model. A useful pocket version of the mechanical
transmission line can be constructed in a simpler way, by using a rubber
band and dressmakers’ pins [29].
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The system consists of a chain of pendulums, each pendulum being elas-
tically connected to its neighbors by elastic springs, as sketched in Fig. 2.1.
The main variable characterizing the state of a pendulum with the number n
is its angle of rotation θn. The equation of motion for the rotational degrees
of freedom can be written in the form

I
d2θn
dt2

= β (θn+1 + θn−1 − 2θn) −mgL sin θn, (2.1)

where I = mL2 is the moment of inertia of an isolated pendulum of mass
m and length L, β is the torque constant of a connecting spring between
two neighboring pendulums, and g is the gravitation constant. Here, the first
term corresponds to the inertial effects of the pendulums, the second term
represents the restoring torque owing to the coupling between the pendulums
and the last term represent the gravitational torque.

Fig. 2.1. Sketch of the mechanical line which consists of elastically coupled pen-
dulums. The line is subjected to the gravity field that creates an external potential
periodic in the rotation angle θn [29].

Introducing the pendulum frequency, ω2
0 = mgL/I, and the speed of

sound in the chain, c20 = βa2/I, we can normalize the motion equation to one
of the forms discussed in Chap. 1. In the limit β � mgl or c20/a

2 � ω2
0 , the

motion equations (2.1) reduce to the SG equation. The latter condition can
be rewritten in the form d = c0/ω0 � a, so that the parameter d characterizes
the lattice discreteness , and it defines also the width of the kink.

If the right end of the mechanical line makes only small excursions around
the down position at θ = 0, then only small-amplitude waves are excited
in the chain. If the initial disturbance is a complete rotation of the first
pendulum, this rotation propagates collectively along the chain in the form
of a kink. In the experimental line shown in Fig. 2.1, one can create a kink
moving from the right to the left, then being reflected at the opposite free
end and travelling from the left to the right in the form of an antikink.
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Since the kink’s width is defined by the discreteness parameter d, the case
d � a corresponds to the continuous model described by the SG equation.
However, if d ∼ a, the discreteness effects become important, and they may
affect the kink’s motion. Correspondingly, in the case d � a the kink’s width
become of the order of the lattice spacing and, in particular, the kink is
strongly pinning by the lattice potential, as shown in Fig. 2.2. In such a
strongly discrete chain, one can observe a sequence of kinks and antikinks
since they are pinned on the lattice.

Fig. 2.2. A narrow kink in a strongly discrete chain of pendulums observed with
very weak coupling. Photo by R. Chaux [29].

The mechanical transmission line can be further generalized to the case
when the substrate potential has two equilibrium states only. Such a mechan-
ical analog was constructed in 1998 by Dusuel et al. [30] who modelled the
dynamics of the compacton kinks, the kink-like modes characterized by the
absence of long tails being localized on a compact support.

2.3 Dislocation Dynamics

One of the first applications of the FK model was suggested in the theory
of dislocations in metals [3]–[5], [11, 12], [31]–[33]. The importance of this
problem cannot be overestimated since namely dislocations are responsible
for most of the mechanical properties of solids. The FK model was the first
model that explained the dynamics of a dislocation core on an atomistic
level, and it resulted in simple formulas valid even quantitatively. We should
notice that large-scale first-principle simulation of dislocation dynamics is not
a trivial problem even for the modern parallel-computer technique.

In the dislocation theory, the FK model has a simple physical meaning. In-
deed, let us consider an additional semi-infinite plane of atoms inserted into a
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perfect crystal lattice, as shown in Fig. 2.3. After relaxation to an equilibrium
state, the lattice has one edge dislocation. The layer of atoms perpendicular
to the inserted plane divides the crystal into two different parts. The atoms
belonging to the interface layer are subjected to an external periodic poten-
tial produced by the surrounding atoms of the lattice; this gives a birth to
the FK model. Note that similar models arise in the description of dynamics
of plane defects such as twin boundaries and domain wall in felloelectrics, and
ferro- or antiferromagnetics which will be discussed below.

Fig. 2.3. Schematic
presentation of the 3D
atomic configuration
corresponding to an
atomic plane inserted
into a perfect crystal
lattice.

A two-dimensional plane of atoms of the interface layer can be analyzed
in the framework of a one-dimensional FK model as an atomic chain per-
pendicular to the edge dislocation line. In this model, the dislocation core is
modelled as a FK kink, and the inherent discreteness of the model explains
the existence of an activation energy barrier, known as the Peierls-Nabarro
(PN) barrier , for the dislocation motion.

The next step of modelling is to consider the dislocation line itself as (an-
other) FK chain placed into the external periodic potential which is nothing
but the primary PN relief. The motion of such a dislocation line is due to the
creation of pairs of kinks and antikinks, when a section of the dislocation is
shifted to the neighboring valley of the external PN potential. These kinks
move in the secondary PN relief until they reach the end of the dislocation
or annihilate with another kink of opposite topological charge. Note that the
dislocation itself is a topological object and it cannot be broken, but it may
end at the crystal surface or other defects.

At the same time, one should notice that the FK model is known to dis-
play serious disadvantages in describing the dislocation dynamics. Namely,
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in a one-dimensional model with a short-range coupling between particles,
such as the standard FK model, the long-range interaction between the point
defects (kinks) is always exponential (short-ranged). But the interaction be-
tween point defects in crystals is known to be always long-ranged. From the
elastic theory, it is well known that the interaction energy follows the power
law, ∝ R−3 for large distances R between point defects. This interaction
emerges due to the displacements of the substrate atoms from their equilib-
rium positions, the effect omitted in the one-dimensional FK-type models.
However, the values of the PN barriers which are local characteristics of the
system, can be predicted correctly with the help of the FK model. In the
dislocation theory, dislocations are considered as unbreakable lines interact-
ing according to the elastic theory (in this way, the interaction is described
correctly), which are artificially subjected to the PN relief calculated within
the effective FK model. Another approach could be to use the FK model
but with artificially assumed power-law interaction between the atoms which
simulates the real elastic interaction (such an approach will be considered
below in Chapter 3). Both the approaches can be coupled together if the dis-
location is modelled as being surrounded by an effective tube [34, 35]. Inside
the tube, the FK model can be applied, whereas the continuum elastic theory
is valid outside.

2.4 Surfaces and Adsorbed Atomic Layers

One of the most important applications of the FK model is found in the sur-
face physics where this model is used to describe the dynamics of atoms and
atom layers adsorbed on crystals surfaces. In such a case, the FK substrate
potential is defined by the surface atoms of a crystal, whereas the atoms
adsorbed on the surface are modelled as the effective FK particles. The ad-
sorbed atoms, simply called adatoms, are usually more mobile than the atoms
of the substrate which vibrate around their equilibria only; as a result, for
this class of problems the approximation of a rigid substrate is indeed ade-
quate. In some cases, e.g. for absorption on the (112) plane of a bcc crystal,
the surface atoms produce a furrowed potential. Then, the adatoms located
inside the furrows can be considered as a one-dimensional chain. Another
example is vicinal semiconductor surfaces, where the adatoms are adsorbed
closely to the steps and, thus, they are organized into a structure of weakly
interacting chains. In the latter case, the distance between the chains may
vary depending on the angle of the vicinal surface chosen.

In the applications of the FK model in surface physics, the concentra-
tion parameter of atoms θ can vary in a wide range, from θ = 0 (a single
atom) to θ = 1 (a commensurate layer), and even become larger when the
effective size of the adatom is smaller than the period of the external po-
tential (e.g., for Lithium atoms adsorbed on transition metal surfaces). As a
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result, the FK model allows to analyze many interesting physical phenom-
ena, including transitions between different commensurate structures and the
commensurate-incommensurate transitions. The parameters of the FK model
can be estimated (or even evaluated from the first principles) with a good
accuracy [36]. In such adsorbed layers of atoms, the FK dimensionless elastic
constant g is typically of order of 0.1 ÷ 1. Moreover, the adsorbed systems
can be studied experimentally by direct methods such as the scanning tun-
nel microscopy, which provide a direct verification of many of the theoretical
predictions.

Fig. 2.4. (a) Side and (b) top views of Ga/Si(112) with vacancy period N = 5.
The fully relaxed coordinates are from first-principles total-energy minimization. (c)
Bonding chain of Ga (dark) and Si (light) atoms. (d) One-dimensional FK model
representing this Ga-Si chain. The (horizontal) atomic displacements are defined
relative to the ideal positions (shown by thin grid lines) of the substrate atoms;
vertical displacements represent the individual substrate strain energies [38].

When a material is grown on a lattice-mismatched substrate, the re-
sulting strain field can lead to self-organized structures with a length scale
many times the atomic spacing. One well known example is the Ge/Si(001)
dimerised overlayer system. The Ge film is compressively strained (by 4%
relative to the bulk), and the system lowers its energy by creating dimer va-
cancies in the surface layer; at the vacancy sites, the exposed atoms in the
second layer re-bond to eliminate their dangling bonds. The missing-dimer
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vacancies order into vacancy lines with 2×N periodicity, where the optimal
N depends on the Ge coverage [37].

As was shown by several researchers, the analysis of the strain-mediated
interaction of vacancy lines in a pseudomorphic adsorbate system can be
performed in the framework of the FK model. For example, it was applied to
the Ga/Si(112) system by extracting values for the microscopic parameters
from total-energy calculations [38]. In spite of the fact that the FK model
contains only nearest-neighbor harmonic interactions, it reproduces the first-
principles results quite accurately, and thus allows for a particularly simple
analysis of the dominant interactions.

The microscopic structure of vacancy lines on Ga/Si(112) is shown in
Fig. 2.4. Since Ga is trivalent it prefers to adsorb at threefold surface sites.
The bulk-terminated Si(112) substrate, which may be regarded as a sequence
of double-width (111)-like terraces and single (111)-like steps, offers just such
threefold sites at the step edges, as shown in Fig. 2.4(b). A single Ga vacancy
leaves two step-edge Si atoms exposed, which re-bond to form a dimer. As
is shown in Fig. 2.4, a Ga-Si chain (with vacancy period N) can be mapped
onto a one-dimensional chain of harmonic springs connecting N Si atoms and
N − 1 Ga atoms in a unit cell of length Na, as shown in Fig. 2.4(d). This
model was first proposed by Jung et al. [39] and subsequently confirmed by
Baski et al. [40] and Erwin et al. [38] using the total-energy calculations.

Furthermore, the FK model and its generalizations can be employed for
describing the dynamics of clean surfaces, provides one treats the surface
atoms as atoms of the effective FK system while the atoms of the underlying
layer are assumed to produce an effective substrate potential. In particular,
the FK model can be used to describe the surface reconstruction [41, 42],
the structure of vicinal semiconductor surfaces [43], the processes of crystal
growth [44], and the sliding of migration islands over a crystalline surface [45].

One of the serious restrictions of the standard FK model is its one-
dimensional nature. Indeed, usually quasi-one-dimensional chains of adatoms
are not completely independent, and they can form a system of parallel
weakly coupled chains. For example, when atoms are adsorbed on the stepped
or furrowed surfaces of a crystal, they can be described as an anisotropic
two-dimensional system of weakly coupled chains. Considering kinks of the
primary FK chains as quasi-particles subjected to a periodic PN potential,
we may analyze collective excitations of the two-dimensional system as sec-
ondary kinks which themselves can be described by a variant of a secondary
FK model. A system of interacting FK chains was analyzed, for example,
by Braun et al. [46] and Braun and Kivshar [47], and there are many pa-
pers devoted to the statistical mechanics of adsorbed layers (see, e.g., the
monograph by Lyuksyutov et al. [48] and references therein).

More general models describing the dynamics in two-dimensional systems
correspond to a vector generalization of the FK model, which is the most
realistic model for two-dimensional arrays of atoms adsorbed on crystal sur-
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faces. In this model, each atom has two degrees of freedom to move and is
subjected to a two-dimensional external potential created by atoms of the
surface. In fact, a variety of such models is generated by symmetry proper-
ties of various substrate potentials (isotropic models with square, triangular,
hexagonal lattices or anisotropic models with, e.g., rectangular lattice, etc.).
Several examples of these models will be considered in the book. Addition-
ally, one of the ways to make the FK model more realistic for a broader
class of physical applications is to include an additional degree of freedom
allowing the atoms to move in the direction perpendicular to the chain. The
corresponding FK model with a transverse degree of freedom was proposed
by Braun and Kivshar [49]. Interesting physical effects are possible in this
type of models due to the existence of nontrivial zigzag-like ground states
and, correspondingly, novel types of topological kink-like excitations.

Fig. 2.5. Experimental and theoretical dislocation patterns for sub-monolayer Ag
on Pt(111). The inset is a scanning tunnelling micrograph. The surrounding area
shows a simulated image based on the two-dimensional FK model. The dark vertical
lines are partial misfit dislocations, the light vertical lines are narrow hcp domains,
the light vertical areas are wide fcc domains [50].

Many close-packed metal overlayer systems show patterns of partial dis-
locations which form to relieve lattice mismatch between overlayer and sub-
strate. Indeed, the well-known herringbone reconstruction of the clean gold
(111) surface is a striking example of such a dislocation pattern, formed be-
cause the lower coordinated surface gold atoms have a closer equilibrium
spacing than normally coordinated bulk gold atoms [41, 51]. Similarly, bilay-
ers of Cu on Ru(0001) form a striped dislocation pattern [52]. These patterns
consist of alternating domains with fcc and hcp stacking separated by partial
dislocations.

An example of the overlayer is shown in Fig. 2.5, where a scanning tun-
nelling micrograph of the structure for sub-monolayer Ag on Pt(111) is pre-
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sented. The inset is an experimental micrograph, while the surrounding struc-
ture shows the result of the theoretical calculations. For Ag on Pt(111), the
fcc domains are more than in three times wider than the hcp domains. Dif-
ferences in domain widths can be correctly attributed to the fact that the
fcc sites are energetically favored relative to hcp sites. However, this “mono-
layer stacking fault energy” is not sufficient to explain the unusually wide fcc
domain widths seen for Ag on Pt(111). Hamilton et al. [50] demonstrated
that the major difference in domain widths is caused by the immediate prox-
imity of this system to a commensurate-incommensurate phase transition.
Moreover, these authors have found that a two-dimensional FK model can
reproduce the major types of dislocation structures. The prediction of the
FK model is in agreement with the observation that dislocations do not form
in islands until the island size is much greater than the dislocation spacing
in continuous films.

2.5 Incommensurate Phases in Dielectrics

In some systems, an incommensurate (IC) phase may appear as an inter-
mediate phase between two commensurate crystalline phases and, thus, it
should play an important role in the theory of phase transitions [53]. More-
over, the study of the IC phase can be reduced in some cases to the analysis
of a FK-type model. For definiteness, we consider a model that describes an
array of rigid molecules joined by the elastic hinges with the elastic constant
g, as shown in Fig. 2.6 (see Refs. [54, 55]). The role of elastic hinges is to
keep the chain straight, because the hinge produces a moment which tends
to decrease the absolute value of the rotation angle. Then, let the chain be
subjected to the compression force P > 0 acting along its axis, which tends
to destroy the horizontal arrangement of molecules. A competition between
these two forces gives rise to a transverse modulational instability. The effect
of a three-dimensional crystal on the linear molecular chain may be taken
into account by effective bonds shown in Fig. 2.6 by vertical springs.

Under the assumption that the transversal displacements vn of the hinges
are small, vn � 1, the Hamiltonian of the model can be written as

H =
1
2

∑

n

[(
dvn
dt

)2

+ g(vn−1 − 2vn + vn+1)2 − P (vn+1 − vn)2 + v2
n +

v4
n

2

]
,

and it describes the so-called Elastically Hinged Molecule (EHM) model .
Using the identity

∑
n
vnvn+j =

∑
n
vn+lvn+j+l, one can represent the Hamil-

tonian in the form of that for a linear chain of point particles with a fourth-
order polynomial background potential and the harmonic nearest- and next-
nearest-neighbor interaction with the stiffness of the bonds between the
nearest neighbors C1 = 4g − P and that between the next-nearest neigh-
bors C2 = −Fg [56]–[59]. Introducing the coordinates xn = vn+1 − vn and
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Fig. 2.6. Schematic presentation of the EHM model. Rigid molecules are joined
together by the elastic hinges, and they are compressed by the force P along its
axis. Each hinge has one degree of freedom, the transverse displacement vn [55].

yn = vn+1 + vn, one can demonstrate that the static properties of the EHM
model are identical to those of the Janssen model [60]. Notice that in the
absence of the substrate potential, the IC phase can appear only if the third-
neighbor interaction is taken into account.

In order to demonstrate how the EHM model and other related models can
be reduced to the FK-type model, we consider the structure transformation
in the EHM model when the external pressure P is fixed and the stiffness
g decreases slowly. When g is very large, the only solution is a trivial state,
vn = 0. At a critical value of g the dispersion curve vanishes at the point
q = 2πκ that depends on P [55]. As a result of this second-order phase
transition, the sinusoidal modulation with the wave number κ appears in the
crystal. If κ is an irrational number, then the period of modulated phase is
infinitely long and the resulting structure describes the IC phase. For rational
wave numbers κ = r/q, where r and q are co-prime positive integers such that
2r < q and κ is close to 1/4, the crystal structure can be described as the
four-periodic structure with an unknown slowly varying phase ϕn(t),

vn(t) = ±A cos
[π
2

(n+m) +
π

N
+ ϕn(t)

]
, (2.2)

where A2 = 2(2P−4g−1) is the amplitude of the commensurate four-periodic
structure [55]. Averaging fast varying terms over four neighboring nodes and
assuming that ϕn varies slowly, |ϕn − ϕn−1| � 1, we obtain the following
equation of motion,

d2ϕn
dt2

− 4g (ϕn−1 − 2ϕn + ϕn+1) +
A2

4
sin(4ϕn) = 0 , (2.3)

which can be easily transformed into the canonical form of the FK model [55].
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2.6 Crowdions and Lattice Defects

The plastic deformations in metals may result from the creation of local de-
fects known as crowdions [61, 62]. A crowdion in a crystal lattice corresponds
to a configuration where one extra atom is inserted into a closely packed row
of atoms in a metal with an ideal crystal lattice. Additionally, some more
recent studies indicate that diffusion on some strained surfaces may be me-
diated by newly identified adatom transport mechanism: the formation and
motion of a surface crowdion [63]. The formation and structure of the sur-
face crowdion is shown in Fig. 2.7(a-c). The saddle point configuration [Fig.
2.7(b)] is a metastable (sometimes stable) state in which the adatom is em-
bedded into the surface, and a needlelike defect in Fig. 2.7(c) is the surface
crowdion. In this case, the crowdion extends over roughly ten nearest neigh-
bor distances, and appears only for stress states that are compressive along
the axis normal to the needle direction, and tensile along the direction of
the needle. The crowdion, once formed, can move along the row of atoms by
relatively small changes in the positions of the atoms.

Fig. 2.7. The formation and struc-
ture of a surface crowdion: (a) initial
configuration, (b) saddle point con-
figuration, (c) surface crowdion. The
crowdion extends along the [110] di-
rection (tensile direction) for roughly
10 nearest neighbor spacings [63].

In many cases, the crystalline potential is organized in such a way that the
atoms can move only along a selected direction of the row and, therefore, the
inserted atom (together with the neighboring atoms) forms a one-dimensional
structure which can be described as a kink of the FK model. Typically, the
size of such a configuration is about ten lattice constants, so that the kink is
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characterized by a very small PN barrier, and it moves along the row almost
freely. As a result, the crowdions plays an important role in plasticity of met-
als. The crowdion problem was studied, in particular, by Landau et al. [64]
and Kovalev et al. [65]. The main features of this model are presented in
Fig. 2.8. The whole crystal is treated as a continuous three-dimensional elas-
tic medium with can be described in terms of the linear plasticity theory. In
this medium, a cylindrical tube of the radius b along the x axis is cut out,
and the discrete atomic chain is inserted inside of the created channel. The
parameter b has the meaning of the interatomic separation in the direction
perpendicular to the chain, while the atomic separation along it is a.

Fig. 2.8. Schematic model of a bulk crowdion in the lattice. The springs symbolize
the coupling force interaction between neighboring atoms in a chain [65].

Such a model of the crowdion structure employs a simple scalar variant of
the elasticity theory which considers displacements along the direction of the
atomic chain only. As was shown by Kovalev et al. [65], this system can be
described by a generalized FK model that includes the elastic properties of
a crystal. In the continuous approximation, this model can be reduced to an
integro-differential sin-Gordon equation that takes into account an effective
long-range interaction between atoms in the chain .

2.7 Magnetic Chains

The approach similar to that used in dislocation theory and surface physics,
emerges also in the description of the dynamics of plane defects such as
twin boundaries [66, 67] and domain walls in felloelectrics [68]–[71], and in
ferromagnetic (FM) or antiferromagnetic (AFM) chains [72]–[75].

In magnetic systems, a domain wall — a spatially localized region between
two domains of different magnetization — is described by a kink solution that
connects two equivalent ground states. The simplest one-dimensional classical
model of a magnetic chain is described by the following Hamiltonian [76],
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H = −J
∑

n

SnSn+1 −D
∑

n

(Sxn)2 . (2.4)

The first term in Eq. (2.4) is the isotropic exchange energy and the second
term describes the single-ion anisotropy. If J and D are positive, the x-
axis is the preferred direction in the spin space . For the minimum energy,
all spins should have maximal x-components. This leads to a degeneracy
of the ground state, and two equivalent ground states are connected by a
static domain wall (see Fig. 2.9). Its form represents a compromise between
the counteracting effects of exchange interaction J and anisotropy D. In the
classical approximation, spins are treated as vectors of length S, and one
works in spherical co-ordinates given as

Sn = S · (sin θn cosφn, sin θn sinφn, cos θn). (2.5)

In the case of a strong planar anisotropy and a transverse magnetic field, the
equation of motion for the angle φn results in the SG equation [73].

Fig. 2.9. Top: schematic
structure of a FM domain
wall in the presence of a
magnetic field H as a 2π-
twist of the ordered spin
chain described by a kink
of the FK model. Bottom:
an AFM domain wall as a
π-twist reversing both spin
sublattices of the chain.

For a FM chain with the so-called easy-plane anisotropy in the direction
of the transverse magnetic field H at sufficiently low temperatures, there ex-
ists only one ground state with all spins being aligned in the direction of
the magnetic field. A kink soliton in this case represents a 2π-twist of the
ordered spin chain which can freely move along the chain without dispersion
(see Fig. 2.9, top). In an AFM chain, the ground state corresponds to a spin-
flop configuration, i.e. the two sublattices, apart from a slight canting, are
aligned antiparallel to each other and perpendicular to the field H. There-
fore, there exist two degenerate, but topologically inequivalent ground states
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which differ by the sign of the spin orientation. An AFM soliton in this case
represents a π-twist reversing both sublattices when passing along the chain
(Fig. 2.9, bottom). The difference in topology results in different spatial and
temporal behavior of the spin components and largely affects the experimen-
tal evidence. While in the FM case spin fluctuations originate only from the
2π-soliton itself, it is flipping of all spins between two neighboring π-solitons
(the so-called “flipping mode”) which yields the essential contribution in the
AFM case. In either case, spin fluctuations in the chain direction are largely
suppressed by the strong planar anisotropy.

A domain wall in a magnetic system is described by a kink soliton, and
it represents a microscopic structure which cannot be directly observed but
can only be probed by its influence on macroscopic properties. Different tech-
niques can be used to study magnetic kink solitons. The most common tech-
nique is the inelastic neutron scattering [77]–[79], which allows to measure
the kink’s contribution to the dynamic structure factor, which is the spatial
and temporal Fourier transform of the spin correlation function (see, e.g.,
Ref. [73]). Complementary information can be obtained by nuclear magnetic
resonance [80]–[83], which probes the dynamic structure factor integrated
over all wave-numbers. Two other methods, Raman scattering [84] and elec-
tron spin resonance [82, 85] were applied to probe the influence of kinks
indirectly through the soliton-induced broadening of the magnon line-width.
As for the physical systems, the prototype of a FM chain described by the
SG equation is the well-known CsNiF3 (see, e.g., Ref. [77]), whereas the pro-
totype of an AFM chain is the TMMC compound CH3)4NMnCl3 [78].

2.8 Josephson Junctions

Among many physical systems, one of the closest correspondence to the SG
equation has been found in the problem of fluxon dynamics in long Josephson
junctions (JJs or Josephson transmission lines). A SG kink in this case is
often called “fluxon” since it carries a magnetic flux quantum Φ0 = h/2e =
2.07 · 10−15 Wb moving between two superconducting electrodes. Several
comprehensive reviews on fluxon dynamics in JJs have been published in the
past [86]–[88] and some of the new topics have been addressed later [89]–[91].
This is an active area of research, especially after the discovery of high-Tc
superconductivity.

A fluxon in a JJ carries a magnetic flux Φ0 generated by a circulating
supercurrent, often called Josephson vortex, which is located between two
superconducting films separated by a few nanometers thin layer of insulator.
As has been shown by McLaughlin and Scott [86], the fluxon corresponds to a
2π-kink of the quantum phase difference ϕ between the two superconducting
electrodes of the junction. The perturbed sine-Gordon equation which de-
scribes the dynamics of the system reads in the normalized form as follows,
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∂2ϕ

∂t2
− ∂2ϕ

∂x2 + sinϕ = −α∂ϕ
∂t

+ β
∂3ϕ

∂x2∂t
+ γ. (2.6)

Here time t is measured in units of ω−1
0 , where ω0 is the Josephson plasma

frequency, the spatial coordinate x is measured in units of the Josephson
penetration depth λJ , α is a dissipative term due to quasi-particle tunnelling
(normally assumed ohmic), β is a dissipative term due to surface resistance of
the superconductors, and γ is a normalized bias current density. To account
for the behavior of a real system, Eq. (2.6) must be solved together with
appropriate boundary conditions which depend on the junction geometry
and take into account the magnetic field applied in the plane of the junction.

A unique property of real JJs is that the parameters α, β and γ are
rather small. An important solution of Eq. (2.6) with zero r.h.s. is the kink
ϕ = 4 tan−1 eξ, where ξ = (x− vt)/

√
1 − v2. The velocity v is determined by

the balance between losses and input force, v = 1/
√

1 + (4α/πγ)2. A fluxon
behaves like a relativistic particle. Its velocity saturates at large values of γ/α
and becomes close to the velocity c of linear waves in the junction, called the
Swihart velocity in the JJ line.

Fluxons in weakly interacting JJs is a subject of intensive theoretical
and experimental investigations. For the first time, the fluxon dynamics in
two inductively coupled long JJs was considered theoretically by Mineev
et al. [92]. The perturbation approach for small coupling has been further ex-
plored by Kivshar and Malomed [27] and Grönbech-Jensen et al. [93, 94]. A
very important step towards quantitative comparison with real experiments
was made by Sakai et al. [95] who derived a model for arbitrary strong cou-
pling between the junctions. The discovery of the intrinsic Josephson effect
in some high-temperature superconductors such as Ba2Sr2CaCu2O8+y con-
vincingly showed that these materials are essentially natural super-lattices of
Josephson junctions formed on atomic scale [96]—[98]. The spatial period of
such a super-lattice is only 15 Å, so the Josephson junctions are extremely
densely packed. The superconducting electrodes are formed by copper oxide
bilayers as thin as 3 Å and are separated by the Josephson super-lattices with
many active layers.

An important application of the FK model can be found in the theory of
the Josephson junction arrays, where a discrete chain of effective particles
emerges when one considers the flux flow in discrete parallel arrays of weak
links between superconductors. Strong discreteness effects appear in the case
of biased arrays of small JJs, also called Josephson junction ladders. An
example of such a system is shown schematically in Fig. 2.10, where a ladder
consists of Nb/Al-AlOx/Nb underdamped Josephson tunnel junctions, and
each cell of it contains four small Josephson junctions. Such ladders can be
fabricated with either open or periodic boundary conditions, as shown in
Figs. 2.10(a,b), respectively. Both these systems have been used to study the
localized modes, the discrete breathers.
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(b)

(a)

Fig. 2.10. Schematic view of (a)
linear and (b) annular ladders of
the Josephson junctions. Arrows
indicate the direction of the exter-
nally applied bias current [99].

To describe the flux flow in discrete parallel arrays of weak links between
superconductors, one can use the FK model of the form,

d2ϕn
dt2

=
1
a2 (ϕn−1 − 2ϕn + ϕn+1) − sinϕ− α

dϕn
dt

+ γ, (2.7)

where n = 1, . . . , N . These equations are just the Kirchhoff circuit-law equa-
tions for an array of N discrete JJ elements interconnected via a parallel
resistance/inductance combination. The phases at the virtual points n = 0
and n = N+1 are defined through the boundary conditions. This model has
been analyzed theoretically by Ustinov et al. [100] and their predictions have
later been confirmed experimentally by van der Zant et al. [101, 102].

2.9 Nonlinear Models of the DNA Dynamics

The models similar to the FK model play also an important role in the
interpretation of certain biological processes, such as DNA dynamics and
denaturation (see,e.g., Refs. [103]—[108], the review papers by Zhou and
Zhang [109], Gaeta et al. [110], and the book by Yakushevich [111]). Defi-
nitely, the structure of a DNA-type double-helix chain is complex. However,
very general features of macromolecules such as DNA can be modelled by
the Hamiltonian (1.1)–(1.5), provided we assume that all bases of the DNA
chain are identical.

One of the first nonlinear models suggested for the study of the DNA
dynamics took into account the rotational motion of the DNA bases [112]
and, as a matter of fact, it is reduced to an equivalent mechanical model dis-
cussed above. Using the analogy between the rotational motion of bases of the
DNA strands and rotational motions of pendulums, Englander et al. [112]
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suggested that a DNA open state can be modelled by the kink solution of
the FK model. To make the model more accurate, one should take into ac-
count rotational motion of bases in both DNA strands, considering the double
rod-like model [111]

ϕ
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n,2

n+1

n

n-1

A T

rr TA

h

a
Fig. 2.11. Fragment of the
DNA double chain consisting
of 3 AT base pairs. Longi-
tudinal pitch of the helix is
a = 3.4 Å, transverse pitch is
h = 16.15 Å.

The so-called planar model of torsional dynamics of DNA [111] has origi-
nally been developed to describe travelling kinks which are supposed to play
a central role in the transcription of DNA. One of such models can be intro-
duced for a B-form of the DNA molecule, the fragment of which is presented
in Fig. 2.11. The lines in the figure correspond to the skeleton of the double
helix, while black and grey rectangles correspond to bases in pairs (AT and
GC). This model takes into account the rotational motions of bases around
the sugar-phosphate chains in the plane perpendicular to the helix axis (posi-
tive directions of the rotations of the bases for each of the chains are shown by
arrows in Fig. 2.11). If we consider the plane DNA model, where the chains of
the macromolecule form two parallel straight lines separated by a distance h
from each other, and additionally the bases can make only rotation motions
around their own chain being all the time perpendicular to it, then the posi-
tions of the neighboring bases of different chains are described by the angles
of rotation only.

In the simplest case, the equation imitating the rotational motion of the
n-th base in the first chain takes the form [111]

mr2
d2φn,1
dt2

= gr2(φn+1,1 +φn−1,1 −2φn,1)−kr2[2 sinφn,1 − sin(φn,1 +φn,2)],

(2.8)
and the similar equation for the second chain. Here the variables φn,1 and
φn,2 are the angular displacements of the n-th pendulum in the first and
second chains, respectively, g is the rigidity of the horizontal thread, r and
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m are the length and mass of the pendulum, and the parameter k describes
the interaction strength between the chains.

The model (2.8) has at least two groups of particular solutions, φn,1 =
±φn,2. Then, the DNA dynamics can again be described by the Hamiltonian
(1.1)–(1.5), where x(i)

n is the generalized coordinate describing the base at
site n on the i-th chain of the double helix. In a general form, the model (2.8)
describes two coupled FK chains.

A modification of these models taking the helicoidal structure of DNA
into account has also been suggested [110]. In a double helix it happens that
the bases, which are one half-wind of the helix apart, end up spatially close to
each other. Introducing “helicoidal” terms to the planar models to account for
this effect adds a harmonic potential to the Hamiltonian (1.1)–(1.5) for the
interaction between bases with numbers n and n+ l. In the case of the model
of vibrational dynamics, these higher-order inter-base interactions modify
the FK model for the common displacement ψn = 1

2 (x1 + x2), making the
dispersion of linear waves more complicated. From the viewpoint of physics,
the novel helicoidal terms produce extremal points in the linear dispersion
allowing standard breather modes, i.e. localized oscillations responsible for
local openings of the double helix.

2.10 Hydrogen-Bonded Chains

More deeper background of the applications of the FK model can be found
in the cases when the atoms belonging to the chain and the atoms producing
the external (substrate) potential have a different physical origin. For exam-
ple, in the so-called superionic conductors (see, e.g., Ref. [113] and also the
review papers [114, 115]) an anisotropic crystalline structure forms quasi-one-
dimensional channels along which ions may easily move, so that this kind of
models may also be reduced to the analysis of a one-dimensional chain sub-
jected to an effective on-site potential.

One more important model of this kind emerges in the theory of pro-
ton conductivity of hydrogen-bonded chains. Hydrogen-bonded networks are
quasi-one-dimensional clusters of molecular aggregates interacting with their
neighbors through hydrogen bonds. Schematically, this can be presented in
the form ...X–H...X–H...X–H...X–H..., where the full line segments indicate
covalent or ionic bonds, the dotted ones, hydrogen bonds, and X a negative
ion. The important idea of a simple physical model for such a nonlinear chain
is based on the fact that protons move in a double-well potential resulting
from hydrogen bonds with the heavy-ion lattice (oxygen lattice) which is
assumed to be deformable [116].

A local distortion of the oxygen lattice lowers the activation barrier for
protons and, thus, promotes their motion. In order to describe this phe-
nomenon, one- or two-component nonlinear models should include the pro-
ton sublattice which supports topological solitons (kinks), while the oxygen



28 2 Physical Models

sublattice can be modelled as another sublattice or as an effective exter-
nal potential for the proton motion. Several models of this kind have been
proposed [116]–[121], and they give a simple and effective description of the
proton mobility in hydrogen-bonded chains.

Fig. 2.12. (a) Ionic and (b) ori-
entational (Bjerrum) defects in
ice. (c) The dynamics of protons
in the zigzag hydrogen-bonded
diatomic chain described as the
motion of protons in a doubly
periodic potential [121].

In the lowest-order approximation, the oxygen atoms are assumed to have
fixed positions and to produce an effective substrate potential to the mobile
hydrogen atoms, for which a double-sinusoidal FK model with the effective
on-site potential

Vsub(u) = 2V0

[
− sin2

(u
2

)
+ 2A sin2

(u
4

)]
(2.9)

can be derived (see, e.g., Ref. [121]). Then, the mechanism of proton conduc-
tivity can be explained by a migration transport of two types of defects, ionic
and bonding (or Bjerrum) defects, along the chains, as shown schematically
in Fig. 2.12. In the continuum limit, the defects are described by two types
of kinks of the corresponding double-SG equation [121].

A similar kind of one-component models for hydrogen-bonded systems has
been investigated in the framework of the continuum approximation [122,
123]. The concepts of the theory of kink-induced proton conductivity in-
volve more general properties of the FK type models, e.g. the discreteness of
the proton chain and thermalized kink motion [124], the effect of increased
proton conductivity due to the commensurate-incommensurate phase transi-
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tions [125], a complex chain of zigzag structure [126], a mass variation along
the chain [127], etc.

More rigorously, the dynamics of systems like hydrogen-bonded chains be
can properly described by introducing two interacting sublattices for proton
and oxygen atoms, respectively. In such a case, one should consider two-
component generalization of the FK model which describes two interacting
chains of particles, one of them subjected to a substrate potential which
is created by the other. Several models of this type have been introduced
and studied in the continuum approximation [116]–[121]. The dynamics of
the two-component models has several new features in comparison with one-
component models. For example, a new branch of the phonon spectrum ap-
pears in the band gap of linear excitations of the standard FK chain. In the
result, the motion of kinks is stable only for small velocities which do not
exceed the sound speed of acoustic phonons of the oxygen sublattice [117].
As a matter of fact, the second phonon branch plays an important role in
kink scattering by local impurities [128].

Similar two-component FK models describe more realistically the dynam-
ics of other physical objects such as dislocations, crowdions, ad-atomic chains,
chains of ions in superionic conductors, etc. In all such situations the second
(heavy atom) subsystem corresponds to substrate atoms, so that the whole
system may be treated again as a FK chain subjected to a deformable sub-
strate. A similar situation occurs for the physical models of molecular crystals
and polymer chains as well as ferroelectric or ferroelastic chains where rota-
tional and vibrational degrees of freedom are coupled [129]–[131].

2.11 Models of Interfacial Slip

There is a rapid growth of interest in the nature of friction at a microscopic
level, in the so-called field of nanotribology [132]. As experimental and large-
scale simulation data at the nanoscale have begun to become available, a
search for models providing an interpretative framework has also begun. Sev-
eral simple models have been introduced in the hope of yielding applicable
analytical results. These include a many-layer model with harmonic interac-
tions [133, 134], the Frenkel-Kontorova-Tomlinson model [135, 136], and a
single-layer model with harmonic interactions and disorder [137, 138]. Other
more complicated FK-type models have been simulated using molecular dy-
namics (MD) methods [139, 140]. This important problem can be approached
by making use of large-scale two-dimensional MD simulations to justify a sim-
ple model of friction between two flat one-dimensional interfaces, and then
to determine the parameters of this model. Thus, the models of intermedi-
ate complexity can be employed to justify the approximations used to derive
more simple FK-type models of friction.

A simplified one-dimensional model based on the two-chain-driven Frenkel-
Kontorova model with unidirectional motion was suggested in Ref. [141]. Such
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Fig. 2.13. The schematic geometry corresponding to two types of the interface slip
models: (a) simplified model, (b) intermediate model [141].

a model displays many key features of the large-scale MD simulations (for
example, early-time behavior at the interface, formation and motion of dislo-
cations at the interface, the dependence of the frictional force on the velocity
of slip), and at the same time it allows a more transparent and analytical
approach to provide an interpretative framework.

To derive the effective FK model, Röder et al. [141] used the results of
large-scale MD simulations and then replaced the lower half-part of the simu-
lated system by an effective periodic sinusoidal substrate potential. Consider-
ing only the first two layers of atoms nearest to the interface and keeping the
triangular lattice structure, the remainder of the upper half-part of the sys-
tem is replaced by an effective viscous damping of the motion of the retained
atoms. To make the model more analytically tractable, Röder et al. [141]
restricted the motion of the atoms to be unidirectional parallel to the inter-
face. The center of mass of the two chains moves with a constant velocity v
over the substrate potential. These simplifications leads to a one-dimensional
two-chain FK-type model, as shown in Fig. 2.13(a).

To further justify this model, Röder et al. [141] undertook a series of MD
simulations of scale intermediate between the large-scale and simple models.
These involved using a model where each portion of the system is represented
by two chains of atoms, see Fig. 2.13(b). Comparing the behavior of this
model with that of the simple FK model therefore tests the assumption that
one can draw valid conclusions by replacing one half of the system by a
substrate potential. It was found that, apart from a re-scaling of the sliding
velocity , similar results were obtained for both models.
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In this chapter we discuss kinks of the FK model. One of the important
properties of kinks in a discrete lattice that differ them from solitons is the
existence of the discreteness-induced Peierls-Nabarro periodic potential that
has a strong effect on the motion of kinks. We discuss both moving and
trapped kinks as well as the dynamics of kinks in the presence of disorder.
Additionally, we consider the modification of kink properties in the gener-
alized FK models that include an on-site potential of a general form and
anharmonic interactions between the particles in the chain.

3.1 The Peierls-Nabarro Potential

Kinks are fundamental topological nonlinear modes of the FK model, and
they are responsible for many important physical characteristics of a chain
of coupled particles on a substrate. Main properties of kinks and their ex-
istence as topological states do not depend crucially on the discreteness of
the primary model, so that the approximation based on the continuous SG
model is often an acceptable approach for describing the properties of kinks
in the discrete FK model which allows to keep the basic features of the sys-
tem dynamics. However, the very specific property of a discrete lattice is the
existence of the so-called Peierls-Nabarro (PN) periodic potential VPN (X)
(where X is the coordinate of the kink’s center) that affects the kink motion.
From the historical perspectives, the PN potential and its properties have
been first discussed in the context of the dislocation theory in crystals [142]–
[145].

To understand how the concept of the PN potential appears in the analy-
sis the kink’s motion, first we note that in the continuum limit approximation
the system is invariant to any translation of the kink along the chain; such
translations are possible due to the existence of the so-called Goldstone mode
in the spectrum of kink’s excitation. On the contrary, such an invariance is
absent in discrete models; and only the kink’s shifts on a lattice spacing
as and its integer multipliers are allowed. The smallest energy barrier that
kink should overcome in order to start moving in the lattice is called the PN
barrier, EPN . In a discrete case, the zero-frequency translational Goldstone
mode is replaced by a finite-frequency localized mode known as the PN mode.
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The PN barrier energy EPN is a difference between two values of the kink’s
potential energy defined for two stationary configurations, stable and unsta-
ble (saddle) ones [see Figs. 3.1(a,b)]. The first state, shown in Fig. 3.1(a),
describes a stationary configuration of coupled particles that correspond to a
minimum of the energy, with a kink situated at the bottom of the potential
energy relief VPN (X). The second state, shown in Fig. 3.1(b), corresponds to
an unstable configuration when the kink is placed on one of the maxima of
the PN energy relief.

Fig. 3.1. Two stationary configurations of coupled particles in the FK model which
correspond to a single kink in the chain: (a) stable, corresponding to a minimum,
and (b) unstable, corresponding to a saddle point of the PN potential energy relief.

The potential energy of the chain with one kink, U(. . . , un−1, un, un+1, . . .),
is a function of the coordinates of all atoms of the chain. The stationary
state shown in Fig. 3.1(a) corresponds to one of the minima of the function
U , whereas the state shown in Fig. 3.1(b) corresponds to a saddle point of
the function U , which is situated just between two nearest minima in the
N -dimension coordinate (configuration) space, N being the number of atoms
in the chain (N → ∞). The saddle point and the neighboring minimum
point can be connected in a configuration space by the so-called adiabatic
trajectory, i.e. a curve which represents a solution of the system of coupled
differential equations,

dun(τ)
dτ

= − ∂

∂un
U(. . . , un−1, un, nn+1, . . .), (3.1)

where τ is a parameter varying along the trajectory and characterizing it.
Such a trajectory is a curve corresponding to the steepest descent, and it
describes the adiabatically slow motion of a kink through the chain. Note
that when the system is subjected to a low-temperature thermostat, the kink
will move predominantly along the adiabatic trajectory. At finite velocities,
the kink’s motion will differ slightly the motion along the adiabatic trajectory.
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Therefore, the PN potential of a kink moving along a discrete chain can
be presented in the form,

VPN (X) = U(. . . , un−1, un, un+1, . . .)
∣∣∣∣
x∈ad.tr.

. (3.2)

To introduce the collective coordinate X describing the motion of the kink’s
center, we present the atomic coordinates as

un = f(nas −X), (3.3)

where the function f(x) describes the kink profile. In the continuum limit
approximation, i.e. when g � 1, the function f(x) coincides with the function
(1.19) for the SG kink. In the discrete case, the function f(x) differs from
the shape of the SG kink and it can be presented as the following, f(x) =
u

(SG)
k (x)+∆uad(x), where the function∆uad(x) is called “adiabatic dressing”

of the kink. Using Eq. (3.3), the coordinate of the kink’s center can be defined
as [146]

X = − σ

as

∫
x f ′(x−X) dx, (3.4)

where f ′(x) = df(x)/dx. In numerical simulations of the system with an
isolated kink, it is more convenient to define the coordinate X integrating
Eq. (3.4) by parts in order to obtain X = σ

∑
n un+C, where the integration

constant C is defined in such a way that the point X = 0 corresponds to the
kink’s position at the bottom of the PN potential (e.g., at n = 0).

The amplitude EPN of the PN potential has been calculated in many
papers, in the quasi-continuum limit [147]–[154], for the weak-bond limit [155,
156], as well as directly by means of numerical simulations [154, 155],[157]–
[161]. To estimate the value of the PN potential barrier , we substitute Eq.
(3.3) into the potential energy U and neglect the adiabatic dressing term for
the SG kink shape, i.e. take f(x) = u

(SG)
k (x). Then, approximating un+1 as

un+1 ≈ un + asf
′
n, f ′

n =
df(z)
dz

∣∣∣∣
z=(nas−X)

, (3.5)

using Poisson summation formulae and keeping only the term corresponding
to the first harmonic, we finally obtain the following result [149]

VPN (X) ≈
∞∑

l=0

Bl cos(lX) ≈ 1
2
EPN (1 − cosX), (3.6)

where

Bl =
16π2 lg

sinh
(
lπ2√g)

(
l2 +

1
2π2g

)
, l ≥ 1, (3.7)

so that the “bare” PN potential for the case g � 1 is given by the expression
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E
(0)
PN =

32π2 g

sinh
(
π2√g)

(
1 +

1
2π2g

)
≈ 64π2g exp

(−π2√g) . (3.8)

For a kink moving with a small velocity v ≡ dX/dt � c along the adia-
batic trajectory, the kink’s kinetic energy can be presented as follows,

Kk =
1
2

∑

n

(
dun
dt

)2

=
m

2

(
dX

dt

)2

, (3.9)

where the effective mass of the kink is defined in a simple way,

m(X) ≡
∑

n

(
dun
dX

)2

=
∑

n

(f ′)2. (3.10)

Substituting the SG kink function f(x) = u
(SG)
k (x) into Eq. (3.10), for g � 1

we obtain the following result [152],

m(X) ≈ m(SG) +
∞∑

l=1

Al cos(lX), (3.11)

where
Al =

4l
sinh(lπ2√g) . (3.12)

The effect of higher-order discreteness effects on the kink’s shape was investi-
gated numerically [150, 152, 154, 159] and also analytically [154],[160]—[162].

In the case of strong coupling, i.e. for g � 1, we can employ the method
first suggested by Rosenau [7] that allows to remove singularities in the spec-
trum and leads to the following equation, in the first order in the discreteness
parameter λ = 1

12 (as/d)2 � 1,

sinu− d2u

dx2 = λ

[(
du

dx

)2

sinu− d2u

dx2 cosu

]
. (3.13)

A localized solution of this equation can be easily found by the perturbation
theory [27], and such a correction has the form

∆uad(z) ≈ −λσ (3 tanh z − z)
cosh z

. (3.14)

Thus, as follows from this result, the discreteness reduces the kink’s width,
d → deff = d (1 − λ). The same result can be found in numerical simulations
first conducted by Currie et al. [159] and Willis et al. [152]. It is clear that
the kink’s width narrowing should lead to an increase in the value of the PN
barrier energy EPN , in comparison with the result given by Eq. (3.8) which
can be estimated as follows,
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∆EPN ≈ 2d∆d
a2
s

dE
(0)
PN

dg
= −2λg

dE
(0)
PN

dg
. (3.15)

Analytical calculations of EPN in the continuum limit approximation is
a subtle problem, because the kink dressing contributes to the value of EPN
through all orders of the perturbation in the standard perturbation theory
scheme [161]. An original approach for solving this problem was proposed by
Flach and Kladko [154]. It consists in rewriting the difference equation on
discrete variables un,

g (un+1 + un−1 − 2un) − V ′
sub(un) = 0, (3.16)

as the differential equation on the continuous function u(x),

ga2
s

d2u

dx2 − V ′
sub(u) = [ρ(x) − 1]V ′

sub(u), (3.17)

where

ρ(x) =
∞∑

n=−∞
δ(x− nas) = as

[
1 + 2

∞∑

k=1

cos
(

2πkx
as

)]
, (3.18)

and then considering the right-hand part of Eq. (3.17) as a small perturbation
of the SG equation. The result of the first-order perturbation theory is that
the kink shape can be found by solving the SG equation with the actual
substrate potential Vsub being replaced by an effective potential

Veff = Vsub − 1
24g

( as
2π
V ′

sub

)2
. (3.19)

This approach was developed further by Kladko et al. [163] (see also dis-
cussion in Kevrekidis et al. [164]). In particular, the exponential factor in
Eq. (3.8) should corrected as follows,

exp(−π2√g) → exp
(
−π2√g/

√
1 − 1/12g

)
.

As is shown in Chap. 5 below, Eq. (3.16) for the stationary configurations
can be reduced to the Taylor-Chirikov standard map for an auxiliary two-
dimensional dynamical system and, therefore, static solutions of Eq. (3.16)
correspond to the map manifold trajectories. In particular, the kinks corre-
spond to two homoclinic orbits of the standard map, the stable and unstable
manifolds. In the exactly integrable SG equation these two manifolds overlap;
but in the discrete FK system the manifolds are different being characterized
by different energies. The difference between these energies defines the PN
energy barrier , and it is determined by the angle of the manifold intersection
in the point closest to the middle of distance between the fixed points. This



36 3 Kinks

angle was calculated by Lazutkin et al. [153] in the g → ∞ limit, and it
leads to the following result for the PN energy

EPN = Ag exp
(−π2√g) , (3.20)

where the numerical factor is A = 712.26784... Comparing this exact result
with the “bare” PN energy defined in Eq. (3.8), we find that in the limit of
strong coupling the kink dressing leads to an increase of the PN energy in
1.13 times.

Fig. 3.2. Maximum of the PN potential relief, EPN , vs. the normalized width of the
kink, d/as =

√
g. Solid: numerical results of Joos [155] and Stancioff et al. [160];

dashed: the result of a weak-coupling approximation; dashed-dotted: the result of
the continuous approximation.

In the opposite case of a weak coupling, g � 1, the kink’s parameters can
be calculated in the lowest approximation if we neglect the atomic displace-
ments from the bottoms of the substrate potential wells, for all the atoms
except those in the kink’s core. This leads to the following expressions (see
Ref. [155, 165]): m ≈ 1, εk ≈ 2π2g (1 − 2g), and EPN ≈ 2 − π2g.

More accurate results may be obtained with the help of the single-active-
site theory developed by Kladko et al. [163]. In this approach, the atoms
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near the kink core are treated exactly, while all other atoms are described
by the linearized equation (3.16) assuming that their displacements from the
minima of the substrate potential are small. Then the two solutions, one for
kink-core atoms and another, for all other atoms, are matched together. This
approach yields the following result for the PN force,

FPN ≈
[
(2z − 4g − 1)1/2 − f(g) cos−1 f(g)

]
[1 + f(g)]−1, (3.21)

where z ≡ √
1 + 4g and

f(g) = 2
{

1 − (1 + g)
(1 + 2g + z)

}
. (3.22)

Furuya and Ozorio de Almeida [156] have employed the approach of the
standard map in order to calculate the energies εk and EPN in the case g < 1.
They demonstrated that the minimum energy state shown in Fig. 3.1(a), is
characterized by the energy

εk ≈ 2
[
1 − cos

(
2πg

1 + 3g

)]
+
g

2

[
2π

(1 + g)
(1 + 3g)

]2

. (3.23)

The saddle state shown in Fig. 3.1(b) has the energy

εsaddle = εk + EPN ≈ 2(2 − cosβ) +
g

2

[
π2 +

(
β +

1
β

sinβ
)2

]
, (3.24)

where
β =

2πg
(1 + 2g) +

√
1 + 4g

.

The dependencies of EPN on the parameter d/as ≡ √
g is shown in Figs. 3.2.

The effect of the chain discreteness on the interaction between two kinks
was analyzed numerically by Joos [155]. The exponential law of the kink-kink
interaction,

v
(FK)
int (R) = Ae−γR/d, (3.25)

was shown to be valid at R > 3as and at any value of the parameter g,
although the coefficients A and γ at g < 5 depend on g; in particular, for
g → 0, A(g) ≈ 4π2g (see below Chap. 5). The presence of a kink in the chain
changes the density of the phonon states in the system [166], this effect is
important in the problems of statistical mechanics of the FK system as is
discussed below in Chap. 6.
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3.2 Dynamics of Kinks

3.2.1 Effective Equation of Motion

In the discrete FK model, there exist no steady-state solution for a kink
moving with a constant velocity; due to the lattice discreteness a moving
kink radiates linear waves (phonons). This is one of the main physical effects
which explains radiative losses of dislocations calculated for various (more
realistic) discrete models [167]–[170].

For the kink moving in the FK chain, the radiative effects were studied
numerically by several groups. Based on the extensive numerical results by
Currie et al. [159], we can discuss the general properties of the FK kink
dynamics in discrete chains. Indeed, if we start from an initial configuration
with a kink-type boundary condition, i.e. we select a single-kink solution of
the SG equation with some initial velocity, un→−∞ = 0 and un→+∞ = −σas,
such a configuration will never evolve into a steady state. Initially, this state
will transform into radiation and a single “dressed” kink, i.e. a kink with the
shape modified by the lattice discreteness. As a result, a kink will propagate
through the chain not freely but with an oscillating velocity, the oscillations
being caused by the lattice discreteness. Moving with a varying velocity, such
a kink loses its kinetic energy emitting phonons, and eventually the kink
will get trapped by the PN potential when its velocity drops below a certain
critical velocity vPN . The kink trapped by the PN potential oscillates near a
minimum of the potential well continuously emitting phonons, and finally it
reaches a stationary state corresponding to a static configuration.

Such a behavior can be easily understood in the framework of a sim-
ple physical picture of an effective particle with the mass m moving in the
periodic potential, when the total particle’s energy is defined as

E =
m

2

(
dX

dt

)2

+ VPN (X). (3.26)

When the energy E is larger than the PN energy barrier corresponding to a
maximum of the potential VPN (X), the particle propagates along the chain
and its position is described by the equation

X(t) = 2 am (ωPN t/k; k) , (3.27)

where k =
√
EPN/E is the modulus of the Jacobi elliptic function, and the

particle’s velocity changes periodically near its mean value with the frequency

ωtrav(E) =
ωPN

2kK(k)
=
〈
dX

dt

〉(
2π
as

)
(3.28)

caused by the periodic PN relief .
In the other case, when 0 < E < EPN , the effective particle (kink) stays

trapped near one of the minima of the periodic potential, and the particle’s
coordinate oscillates according to the law
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X(t) = 2 sin−1[k̃ sn(ωPN t; k̃)], (3.29)

where this time the modulus of the elliptic function is k̃ =
√
E/EPN = k−1

and the frequency of the kink oscillations is given by the expression

ωtrap(E) =
πωPN

2K(k̃)
, (3.30)

so that 0 < ωtrap(E) < ωtrap(0) ≡ ωPN , where

ω2
PN =

1
m

(
d2VPN (X)

dX2

)∣∣∣∣
X=0

≈ EPN
2m

(3.31)

is the frequency of harmonic oscillations near the bottom of the PN potential,
which is called the PN frequency.

For the discrete FK chain, the total kink’s energy E is not a conserved
quantity because of a nonlinearity-induced coupling between different modes,
including phonons. This means that the kink’s motion through the chain can
be described with the help of an effective-particle model only approximately,
and such a dynamics should be modified by additional process of excitation
of phonon modes. In fact, a kink moving through the lattice with a varying
velocity, or a kink trapped by the lattice discreteness and oscillating near
the bottom of the PN potential, produces an effective oscillating force on the
phonon subsystem with the frequencies nωtrav or nωtrap (n = 1, 2, . . .), re-
spectively. Such an oscillating force generates phonons, and the kink’s energy
decreases, being transformed into the energy of the excited phonon modes. As
a result, the phenomenology of an effective particle introduced above should
be modified by including an effective friction force,

F (fr) = −mηdX
dt
, (3.32)

which causes the final trapping of the kink by the PN potential. The effective
viscous friction coefficient η in Eq. (3.32) is a complex function of the system
parameters, and it is discussed below in Sec. 7.2.

Adiabatic dynamics of a kink in the discrete FK chain was analyzed ana-
lytically by Ishimori and Munakata [150] by applying the soliton perturbation
theory, developed earlier by McLaughlin and Scott [86], to the case when the
discreteness effects are small, i.e. λ = (1/12)(as/d)2 � 1. Ishimori and Mu-
nakata [150] calculated an effective friction produced by radiation of phonons,
and they showed that the moving kink radiates phonons predominantly to
the backward direction. A more careful study of the kink’s dynamics in the
discrete FK chain was carried out by Peyrard and Kruskal [171] and Boesch
et al. [172] with the help of extended numerical simulations. Several results
of those studies are presented in Figs. 3.3 and 3.4 below; these results show
a variation of the kink’s velocity in the cases of moving and trapped states.
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Before discussing the features observed in numerical simulations, we in-
troduce the density of the phonon states ρ(ω) in the one-dimensional lattice
defined as follows (see, e.g., Ref. [173]),

ρ(ω) =
2
π

ω√
(ω2 − ω2

min)(ω2
max − ω2)

, (3.33)

defined with the normalization
∫ ωmax

ωmin

dω ρ(ω) = 1.

The function ρ(ω) tends to infinity at the edges of the phonon spectrum band,
ωmin and ωmax, respectively.

Anharmonic lattice vibrations lead to the generation of higher-order har-
monics in the phonon spectrum. This happens when an effective energy ex-
change between the kink translational or trapped motion occurs, i.e. provided
the following resonance condition is satisfied,

k1ωk = k2ωph(κ), (3.34)

where ωk is replaced by ωtrav or ωtrap depending on the type of the kink’s
motion in the chain, and the integer numbers k1 and k2 stand for the order
of the resonance. The maximum of the radiative damping produced by the
resonant energy transfer to the phonon subsystem occurs for the case k1 =
k2 = 1, and ωph is close to one of the edges of the phonon spectrum where
the phonon density takes a maximum value. In the next section, we discuss
in more details the numerical simulation results for both propagating and
trapped kinks.

3.2.2 Moving Kinks

We study first the general feature of the dynamics of fast kinks in discrete
chains. A typical example of the kink’s evolution, shown as the variation of
the kink velocity, is presented in Fig. 3.3 based on the numerical results of
Peyrard and Kruskal [171]. A fast kink launched at some (relatively large)
velocity, v0 < c, loses quickly its initial velocity up to the “critical” value v1
during a certain time interval t1 (see Fig. 3.3); the critical velocity v1 being
a function of the initial velocity v0. For t < t1, when v > v1, the inequality

ωmin < ωtrav < ωmax (3.35)

is valid, and this condition explains a very high rate of the energy losses
observed in numerical simulations.

However, at the point t = t1 the first-order resonance vanishes, and the
radiation-induced damping of the kink is now caused by the second-order
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Fig. 3.3. Variation the kink’s velocity in the FK chain with
√
g = 0.95. The

initial state is a kink moving with the velocity v0 = 0.8 c. Dashed lines show the
disappearance of the resonances k1 = k2 = 1 (at t = t1) and k1 = 2, k2 = 1 (at
t = t2) [171].

resonance (k1 = 2, k2 = 1) only. The transition time t1 is clearly observed in
numerical simulations as the point where the effective friction η is abruptly
lowered (see Fig. 3.3). Correspondingly, the kink radiation becomes smaller,
and the mean velocity of the kink translational motion decreases much slower.

Similarly, at t = t2 (i.e. when the kink’s velocity drops to the value vk =
v2), the second-order resonance vanishes (i.e. the resonant condition is no
longer satisfied), and for t > t2 the kink’s velocity changes even more slowly
(see Fig. 3.3). Subsequently, the kink gets trapped by the PN relief at a certain
t = ttrap, when the kink’s kinetic energy reaches the value corresponding to
the PN energy, E = EPN . Numerical simulation results obtained by different
groups show that for the case g � 1 the time interval of the kink trapping
ttrap is extremely large. However, this time ttrap becomes much smaller for
narrow kinks, for example, for

√
g = 0.75 the kink with the initial velocity

v0 = 0.8 c cannot propagate through the lattice more than for two lattice
spacings and, as a result, it becomes trapped almost immediately by the
lattice discreteness. Very similar behavior of a kink was observed by Combs
and Yip [174] for the the kink propagation in a discrete φ4 model.
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3.2.3 Trapped Kinks

Evolution of trapped kinks was analyzed numerically, in particular, by Boesch
et al. [172]. The results shown in Fig. 3.4 can be explained in a way similar
to the case of a moving kink, taking into account the structure of the phonon
spectrum and the density of the phonon states.

First of all, we notice that the oscillation frequency of a trapped kink,
ωtrap, varies from zero to its maximum value ωPN . When increasing the
frequency ωtrap, the order of the resonance with the phonon modes is lowered
and, for a certain harmonic, it becomes possible to cross the edge frequency of
the phonon spectrum to satisfy a resonance condition, even such a condition
was not satisfied initially. Consequently, the emission of phonons by a kink
should increase. Typically, however, the value of the PN frequency, defined
as a function of the lattice parameter g,

ωPN (g) ≈
{

2π6

3
g
√
g

sinh(π2√g)
(

1 +
1

2π2g

)}1/2

, (3.36)

is much smaller than the edge frequency of the phonon band ωmin = 1,
and thus the kink radiates phonons only due to the generation of higher-
order harmonics, i.e. those corresponding to large numbers of the resonance
condition (3.34). For example, the PN frequency calculated from Eq. (3.36) at
g = 1 is ωPN ≈ 0.18 (the rigorous procedure to calculate ωPN was suggested
by Boesch and Willis [175]; see also Ref. [176]), and it is necessary to satisfy
the condition k2 ≥ 6 in Eq. (3.34) in order to obtain the resonant generation
of phonons by the oscillating kink. Slowly changing its frequency, the kink
emits suddenly large burst of radiation when its frequency (or frequencies of
the higher-order harmonics) passes the edges of the phonon spectrum where
the density of phonon states has a maximum. This leads to peculiarities in
the temporal evolution of the kink’s coordinate shown in Fig. 3.4.

Analytical results for the evaluation of the radiation-induced friction co-
efficient η are rather lengthy and cumbersome to be discussed here in de-
tails. However, we should mention that the first analytical calculation of the
kink radiation was presented by Ishimori and Munakata [150]. This calcu-
lation employed the first-order approximation of the soliton perturbation
theory, but finally the results did not reproduce well the features of the
kink dynamics observed in numerical simulations. Rough estimates made
by Peyrard and Kruskal [171] agreed well with the corresponding numerical
results, and therefore they are more satisfactory. A rigorous procedure was
proposed later by Willis et al. [152] (see also Ref. [177] where a projection-
operator technique was developed to find the value of the effective friction
η, and also the later work by Igarashi and Munakata [178]). The main idea
of this approach is to look for the kink solution in a discrete case in the
form un(t) = f [nas −X(t)] + qn(t) and develop a Hamiltonian formalism for
the kink coordinate X(t) and its conjugated momentum P (t) = m(t)(dX/dt)
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Fig. 3.4. Numerical results
for (a) oscillations of the
kink’s coordinate X(t) and
(b) instantaneous Poynt-
ing’s flux of the phonon ra-
diation away from the kink
trapped by the PN poten-
tial well, for the FK chain
with g = 0.791. One can see
the appearance of new reso-
nances with k1 = 5, k2 = 1
(at t = t1) and k1 = 4,
k2 = 1 (at t = t2) [172].

which are treated as canonical variables extracted from the full set of the vari-
ables of the discrete FK model. The variables qn(t) and the corresponding
momenta pn(t) = dqn/dt describe the radiation field as well as the deviation
of the kink’s shape from its analytical solution calculated in the continuum
limit approximation. Introducing these two new canonical variables requires
two constrains,

C1 ≡
∑

n

f ′
nqn = 0 and C2 ≡

∑

n

f ′
npn = 0, (3.37)

and also the modification of the Poisson brackets, {X,P} = 1 and {qn, pm} =
δn,m. Equations of motion are then obtained according to the Hamiltonian
formalism, dθ/dt = {θ,H}, where θ stands for one of the canonical vari-
ables X, P , qn, and pn, and the PN frequency is then found by linearizing
those equations for small-amplitude oscillations. The procedure described
does provide an excellent agreement with numerical simulations and it takes
into account an effective renormalization of the kink shape due to a strong
discreteness of the FK model.
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3.2.4 Multiple Kinks

For a weak interatomic interaction, e.g., g ≤ g4π ≈ 0.2025, a repulsion be-
tween kinks is weak, and it may compete with an attractive force of the
effective PN potential. Thus, two (or even more) kinks can be trapped by
the lattice discreteness creating a bound state propagating as a single multi-
kink. Such 4π-kinks, and also 6π-kinks, were discovered first numerically by
Peyrard and Kruskal [171], who demonstrated that such multikink structures
are rather stable to be easily detected in numerical simulations. Peyrard and
Kruskal [171] have found that the velocity of such a bound state of kinks is
not arbitrary, and it depends on the chain parameter g. Figure 3.5 shows the
numerical results for the velocity of 4π- and 6π-kinks denoted as v4π and v6π,
respectively. Surprisingly, at high velocities, v ∼ c, such multikinks remain
stable even for g > g2nπ, where g2nπ is the critical value of the elastic con-
stant, below which n static 2π-kinks can be trapped together as a multikink
in the same valley of the PN potential (g2nπ depends of the order n of the
multikink). Moreover, an effective friction coefficient for such types of multi-
kink solutions becomes almost negligible allowing the multikink propagates
in the lattice without visible radiative losses.

Fig. 3.5. Velocities
v4π (solid curve) and
v6π (dashed curve) of
the 4π- and 6π-kinks
as functions of the
parameter

√
g = d/as

in the FK model [171].

A deep understanding of the existence of multikinks in discrete lattices
at very large velocities is still a largely open problem, however, it is clear
that such states become possible due to a Lorentz contraction of the kink’s
width at large velocities. For very narrow kinks the discreteness effects begin
to play the main role. The “forward” 2π-kink of the multikink configuration
emits a strong radiation behind itself, which helps the kinks that followed
it to overcome the PN barriers. Thus, the stability of the multiple kink can
be explained as the result of “compensation” of the waves emitted by single
kinks when these waves happen to be out-of-phase. The waves suppress each
other, so the composite double kink propagates almost without radiation.
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The 4π-kinks were studied numerically by Savin et al. [179] with the help
of the so-called pseudo-spectral method [180]. This method allows to find
numerically all travelling-wave solutions of stationary profile moving with a
constant velocity v. For this type of solutions one can write un(t) = u(nas −
vt) ≡ u(z), where z = nas − vt. Then the motion equations (1.9) reduces to
the following differential-difference equation:

v2 d
2u

dz2 + sinu(z) − g [u(z + as) + u(z − as) − 2u(z)] = 0, (3.38)

and one can look for its solution as the expansion in a finite Fourier series

u(z) ≈ u0(z) +
M∑

j=1

cjψj(z), (3.39)

where u0(z) is some trial function with appropriate boundary conditions
[for example, for the 4π-kink one can take u0(z) = 8 tan−1 exp(z/d)],
ψj(z) = sin(2πjz/L), and L = Nas is the total length of the FK chain with
the periodic boundary condition. Substitution of the expansion (3.39) into
Eq. (3.38) yields the nonlinear equation of the type F (z) = 0, which should
be satisfied for any z. Next, calculation this function for the M collocation
points zi = (i − 1)L/2(M − 1), one obtains a system of M nonlinear alge-
braic equations with respect to the M unknown coefficients cj , which may be
solved, e.g., by the Newton-Raphson iteration method or the Powell hybrid
method (the number M should be chosen to be large enough to acquire a
given tolerance; typically it is sufficient to choose M = 100). Notice that the
method described above automatically assumes that the kink moves freely,
the radiation losses are totally forbidden.

Using this technique, Savin et al. [179] have found a hierarchy of the
double kink states characterized by different distances between the two single
kinks. Each of this bound states is dynamically stable for a certain (preferred)
value of the velocity vk for a given set of model parameters. The double-kink
solutions exist only for a sufficiently strong coupling g, so that g must be
bounded from below, g > gk (g0 ≈ 0.13, g1 ≈ 0.31, g2 ≈ 0.5, etc.). It is
important to note that these solutions exist due to discreteness of the FK
model, in the continuum model they are absent. The collisions of two double
kinks were found to be quasi-elastic for large values of g and destructive at
smaller elastic constants, so that the double kinks dissociate into separate
2π-kinks after the collision.

It is interesting that although such multikink solutions of the FK model
cannot be static, in the simulation Savin et al. [179] observed the bound
state of two standing 2π-kinks coupled through a breather. Thus, these solu-
tions may be considered as coupled states of two nanopterons (i.e. the kinks
constructed on the oscillating background) when their oscillating asymptotics
annihilate each other.
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As we have mentioned, there exists no clear explanation of the existence
of multikinks yet, but several efforts were made to understand the origin of
this kind of effects in the quasi-continuum approximation [181, 182]. Indeed,
taking into account the fourth-order derivative in the SG equation that ap-
pears due to the discreteness effects of the original lattice, we can obtain the
perturbed SG equation in the normalized form,

∂2u

∂t2
− ∂2u

∂x2 − β
∂4u

∂x4 + sinu = 0, (3.40)

where the parameter β = a2
s/12 describes the discreteness effects.

Equation (3.40) takes into account the effect of lattice discreteness through
a fourth-order dispersion term, and for β = 0 it transforms into the well-
known exactly integrable SG equation that has an analytical solution for a
single 2π kink moving with an arbitrary velocity v < c. In contrast, Champ-
neys and Kivshar [182] demonstrated that Eq. (3.40) for β �= 0 possess a class
of localized solutions in the form of 2nπ multikinks propagating with fixed
velocities.

Following Champneys and Kivshar [182], we look for kink-type localized
solutions of Eq. (3.40) that move with velocity v (v2 < c2), i.e., we assume
u(z) = u(x − vt). Linearizing Eq. (3.40) and taking u(z) ∝ eλz, we find
eigenvalues λ of the form,

λ2 =
1
2β

[
−(c2 − v2) ±

√
(c2 − v2)2 + 4β

]
,

so that for β > 0 there always exist two real and two purely imaginary
eigenvalues. Thus, the origin u = 0 is a saddle-center point of Eq. (3.40) and
hence the kinks, which are homoclinic solutions to u = 0 (mod 2π), should
occur for isolated values of v for a fixed value of β [182].

To find all solutions of this type, first we fix β = 1/12. Numerical shoot-
ing method applied on the ordinary differential equation for u(z) using a

Fig. 3.6. Four 4π-kink solu-
tions of the fourth-order SG
equation (3.40) at β = 1/4.
The velocity values v/c are
given in the legend [182].



3.3 Generalized On-Site Potential 47

well-established Newton-type method for homoclinic/heteroclinic trajecto-
ries, allows to find a set of kink-like localized solutions. The first result is
that there exists no 2π-kink solution at all. Instead, there exists a discrete
family of 4π-kinks; specifically there exist only four such solutions at four
different values of v. The first solution has an analytical form [181]

u(z) = 8 tan−1 exp
[
(3β)1/4z

]
, (3.41)

where
v2/c2 = 1 − 2

√
β/3, (3.42)

i.e. we have v(1)
4π /c =

√
2/3. Other values are: v(2)

4π /c ≈ 0.59498, v(3)
4π (3)/c ≈

0.42373, and v
(4)
4π /c ≈ 0.21109. All these solutions are presented in Fig. 3.6.

In addition to the 4π kinks, numerics further reveals v values at which 2nπ
kinks occur for all n > 2. The dependence (3.42) of such localized solutions
resembles the numerical results of Peyrard and Kruskal [171] presented in
Fig. 3.5.

Finally, we mention that the case β < 0 in Eq. (3.40) can also occur
in generalized nonlinear lattices provided we take into account the next-
neighbor interactions, e.g., due to the so-called helicoidal terms in nonlinear
models [110]. In this case, the analysis is much simpler and, similar to the
nonlocal SG equations [183], it leads to the continuous families of multikinks
parameterized by v. From the mathematical point of view, in the case of
β < 0 the origin u = 0 changes from a saddle-center point to a saddle focus,
and rigorous variational principles give families of stable 2nπ kinks for all
n > 1.

3.3 Generalized On-Site Potential

The standard FK model (1.1) to (1.5) describes a chain of particles in a si-
nusoidal one-site potential. However, as was described above in Chapter 2,
realistic physical models often include more complex types of on-site poten-
tials that are periodic but deviate from the simple sinusoidal form. Indeed,
the on-site substrate potential of the FK model is an effective potential pro-
duced by the coupling of the atoms in the chain with other degrees of freedom,
e.g. with the substrate atoms, and it appears in the lowest approximation,
i.e. when (i) the substrate atoms constitute a simple lattice with one atom
per unit cell, and (ii) the Fourier expansion of the interaction potential is
approximated by the first harmonic only. In all other physical situations, the
periodic potential Vsub(x) deviates from the sinusoidal form. For example,
for the atoms adsorbed on metal surfaces the substrate potential is usually
characterized by sharp bottoms and flat barriers [184]. Moreover, if the sub-
strate is characterized by a complex unit cell, the potential Vsub(x) has more
complicated shape with several minima and/or maxima.
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3.3.1 Basic Properties

First, we discuss a general case when the substrate potential Vsub(x) is a
periodic function with the period as = 2π, and it has at least one minimum
for x ∈ (0, as), say at x = x0 and one maximum, at x = xm. Without
loss of generality, we assume that the substrate potential is normalized as
follows: Vsub(x0) = 0 and Vsub(xm) ≡ εs = 2. As above, we consider only the
commensurable case when the ground state has only one atom on the period
as of the substrate potential.

A deviation of the substrate potential from the sinusoidal form changes the
parameters of both linear waves (phonons) and nonlinear modes (kinks), and
this may lead to the appearance of new kink solutions and phonon branches.
Nonsinusoidal substrate potential also drastically modifies breather solutions.
Let us first discuss the problems related to a modification of the substrate
potential from a general point of view.

Phonon modes in the FK model are characterized by the dispersion rela-
tion ω2

ph(κ) = ω2
min+2g(1−cosκ), for |κ| < π, where the minimum frequency

ωmin is defined as ω2
min = V ′′

sub(x0), and it corresponds to an isolated atom
oscillating at the bottom of the substrate potential minimum. In the standard
FK model, this normalized frequency is ωmin = 1. Thus, in the case of sharp
wells, we have ωmin > 1, while for flat bottoms, we have ωmin < 1. Note that
in a generalized FK model, more than one branch in the phonon spectrum
may exist, provided the potential Vsub(x) has more than one minimum on
the period (see below, Sec. 3.3.4).

Kinks can easily be described in the continuum approximation valid for
g � 1. If the discreteness effect are negligible, the generalized SG equation
becomes

∂2u

∂t2
− d2 ∂

2u

∂x2 + V ′
sub(u) = 0. (3.43)

Equation (3.43) is Lorentz invariant and, therefore, it always has a stationary
solution u(x, t) = φ(y), y = γ[x − X(t)]/d, γ = (1 − v2/c2)−1/2, where the
kink’s coordinate is defined as X(t) = X0 + vt, so that the kink’s velocity is
v = dX/dt (|v| < c) (recall, in the notations we use c = d). Equation for the
function φ(y),

d2φ

dy2 = V ′
sub(φ), (3.44)

coincides with the equation of motion of an effective particle with the coor-
dinate φ in the potential U(φ) = −Vsub(φ). Periodic oscillations of a particle
near the bottom of the potential U(φ) corresponds to linear waves, the rota-
tion of the particle corresponds to the cnoidal waves (arrays of kinks), and
the separatrix trajectory generates a single-kink solution with the boundary
conditions,

φ(y) → x0 (mod 2π) and
dφ(y)
dy

→ 0 as y → ±∞. (3.45)
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Integration of Eq. (3.44) with the use of Eq. (3.45) yields

(
dφ

dy

)2

= 2Vsub(φ), (3.46)

and the kink shape can be found from the following expression,

y = ∓
∫ φ(y)

xm

dφ√
2Vsub(φ)

. (3.47)

Here the upper sign corresponds to a kink solution (a local contraction of the
chain), whereas the lower sign corresponds to an antikink, and the value xm
is the coordinate of a maximum of the substrate potential. Thus, the kink
(antikink) solution connects two nearest neighboring minima of the substrate
potential, say x0 and x0 + 2π. If the substrate potential has more than two
minima per period, one may expect to find more than one type of kinks (see
below Sec. 3.3.4).

A static kink can be characterized by the asymptotics of its tails at in-
finities. If u(x) → x0 for x → +∞ or x → −∞, then |uk(x) − x0| ∝
exp (−ωmin|x|/d), for |x| → ∞. The tails of the kink define the character
of interaction between the kinks. Therefore, the strength of the kink-kink
interaction is weaker in the case ωmin > 1 (i.e. for the substrate potential
with sharp bottoms) than is in the case of the SG model. The “core” of the
kink is determined by the expression

uk(x) ≈ xm −
(σx
d

)
[2Vsub(xm)]1/2

(
1 − x2

6 d2
eff

)
(3.48)

for |ux(x) − xm| � d, so that the kink’s effective width becomes deff =
d[−V ′′

sub(xm)]−1/2. According to Eq. (3.10), the kink mass (at rest) can be
found as

m =
1

4π2√g
∫ x′′

0

x′
0

dφ
√

2Vsub(φ), (3.49)

where x′
0 and x′′

0 are the positions of two adjacent successive minima of the
substrate potential. The energy associated with a static kink is εk = mc2,
where in our notations c = d, and the kink’s kinetic energy Kk is defined as
Kk = mc2(γ − 1) ≈ 1

2mv
2.

In the following sections, we consider several examples of the nonsinu-
soidal substrate potential Vsub(u). One of the examples is the so-called double
SG potential [32, 185]

V
(DSG)
sub (x) = − cosx− s cos(2x). (3.50)

The potential (3.50) is topologically similar to the SG model for |s| < 1/4,
but it is characterized by flat bottoms, for 1/4 < s < 0, or by sharp wells,
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for 0 < s < 1/4. Besides, the shape of the potential (3.50) has a double well
(DW) structure for s < −1/4 and a double-barrier (DB) form for s > 1/4.
We would like to mention also more general on-site potentials proposed by
Peyrard and Remoissenet [186, 187] which is analyzed below.

3.3.2 Kink Internal Modes

Unlike the SG kink, a kink in a discrete or continuum FK model with a
nonsinusoidal one-site potential may possess additional localized degrees of
freedom, the so-called “internal modes” (see, e.g., Refs. [188]–[190]). In order
to understand the origin of such modes, we should linearize the motion equa-
tion (3.43) around the kink solution substituting u(x) = uk(x) + Ψ(x) eiΩt.
The function Ψ(x) satisfies the linear Schrödinger-type equation

−d2 d
2Ψ

dx2 +W (x)Ψ(x) = ω2Ψ(x), (3.51)

where

W (x) =
d2Vsub(u)

du2

∣∣∣∣
u=uk(x)

. (3.52)

Equations (3.51) and (3.52) always admit a continuum of the plane wave
solutions (phonons) with the frequencies Ω > ωmin, and also the so-called
Goldstone mode Ψ(x) = duk/dx with Ω = 0. In a discrete FK model the
latter mode has a nonzero eigenvalue ωPN . Additionally to these two modes,
Eq. (3.51) may possess one (or more) eigenmodes with discrete frequencies
in the frequency gap (0, ωmin) or, depending on the substrate potential, with
frequencies Ω > ωmax (see details in Ref. [190]). Such modes are localized
near the kink’s center, and they may be treated as internal oscillations of
the kink’s shape. The shape modes can be excited during collisions between
kinks, or due to interaction of the kinks with impurities or external periodic
fields, so that they can play an important role in the kink dynamics.

The kink’s internal modes appear in result of a deformation of the on-site
potential, and therefore they are absent in the exactly integrable SG model.
This means that a small perturbation to the SG equation may create an
additional eigenvalue that split off the continuous spectrum. An analytical
approach for describing a birth of internal modes of solitary waves (and, in
particular, kinks) in nonintegrable nonlinear models was first suggested by
Kivshar et al. [191], who demonstrated that a small perturbation of a proper
sign to an integrable model can create a soliton internal mode bifurcating
from the continuous wave spectrum (see also Refs. [190], [192]–[194] for more
rigorous results).

Following Kivshar et al. [191], we consider kinks of the perturbed SG
equation,

∂2u

∂t2
− ∂2u

∂x2 + sin u+ εĝ(u) = 0, (3.53)
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where ĝ(u) is an operator standing for perturbation (which describes, e.g. a
deformation of the sinusoidal potential). Assuming ε small, we look for the
kink solution uk(x) of Eq. (3.53) in the form of a Taylor series, uk(x) =
u

(0)
k (x) + εu

(1)
k (x) + O(ε2), where u(0)

k (x) = 4 tan−1 ex is the kink solution
of the SG equation. The spatially localized correction u

(1)
k (x) to the kink’s

shape can be then found in an explicit form,

u
(1)
k (x) =

1
cosh x

∫ x

0
dx′ cosh2 x′

∫ x′

0
dx′′

ĝ
(
u

(0)
k

)

coshx′′ .

To analyze the small-amplitude modes around the kink uk(x), we linearize
Eq. (3.53) substituting u(x, t) = uk(x) +w(x) eiΩt +w∗(x) e−iΩt, where Ω is
an eigenvalue and w(x) satisfies the linear equation,

d2w

dx2 +
(

2
cosh2 x

− 1
)
w +Ω2w + εf̂(x)w = 0, (3.54)

where f̂(x) ≡ u
(1)
k (x) sin

(
u

(0)
k (x)

)
− ĝ′

(
u

(0)
k (x)

)
and ĝ′ = dĝ/dz.

In the leading order (ε = 0), the eigenvalue problem (3.54) is described
by a standard equation with a solvable potential, so that its general solution
is presented through a set of eigenfunctions,

w(x) = α−1W−1(x) +
∫ ∞

−∞
α(k)W (x, k)dk, (3.55)

where the functionW−1(x) = sechx is the eigenmode of the discrete spectrum
corresponding to the eigenvalue Ω2 = 0 (the so-called neutral mode), whereas
the eigenfunctionW (x, k) = eikx(k+i tanh x)/(k+i) describes the continuous
wave spectrum with the infinite band of eigenvalues, Ω2 = Ω2(k) = 1 + k2.
We note that (i) the continuous wave spectrum bands are separated from
the eigenvalues of the discrete spectrum and (ii) the eigenfunctions W (x, k)
include only one exponential factor in both the limits x → ±∞ meaning that
the effective potential in Eq. (3.54) is reflectionless at ε = 0. Under the latter
condition, the end point of the continuum spectrum band (k = 0) belongs to
the spectrum and the limiting (nonoscillating) function W (x, 0) = tanhx is
not secularly growing.

Now we analyze the perturbed spectral problem (3.54) in the first-order
approximation in ε expanding the function w(x) through the set of eigen-
functions, see Eq. (3.55). First, a perturbation of the effective potential in
Eq. (3.54) should lead to a deformation of the eigenfunctions as well as to a
shift of the eigenvalues of the discrete spectrum. Second, under the conditions
(i) and (ii) the perturbation can lead to a birth of an additional eigenvalue of
the discrete spectrum which bifurcates from the continuum spectrum band.

To find this new eigenvalue, we notice that in the first order in ε, a per-
turbation may shift the cut-off frequency Ωmin of the phonon band, Ω2

min =
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1+ ε ĝ′(0). Therefore, to describe a birth of a novel discrete state, we suppose
that its eigenvalue detaches from the cut-off frequency, Ω2 = Ω2

min − ε2κ2,
where κ is the parameter which determines the location of an additional
discrete-spectrum eigenvalue, k0 = iεκ. Then, we convert Eq. (3.54) by means
of Eq. (3.55) into the following integral equation,

a(k) =
ε

2π

∫ +∞

−∞
dk′ K(k, k′) a(k′)

k′2 + ε2κ2 , (3.56)

where a(k) = α(k) (k2 + ε2κ2) and the integral kernel K(k, k′) is defined as

K(k, k′) =
∫ ∞

−∞
W ∗(x, k)

[
f̂(x) + ĝ′(0)

]
W (x, k′) dk′,

where f̂(x) and ĝ(x) are, in general, operators. To obtain Eq. (3.56), we have
neglected a nonsingular contribution of the discrete spectrum and also used
the orthogonality condition,

∫ ∞

−∞
W ∗(x, k′)W (x, k) dx = 2πδ(k′ − k).

Because the novel eigenvalue bifurcates from the continuum spectrum
band Ω = Ωmin at k = 0, we can construct an asymptotic solution to Eq.
(3.56) for small k by evaluating a singular contribution of the integral, a(k) =
sign(ε) (2|κ|)−1K(k, 0) a(0). As a result, we define the parameter κ from the
self-consistency condition,

|κ| =
1
2

sign(ε)
∫ ∞

−∞
tanhx

[
f̂(x) + ĝ′(0)

]
tanhx dx. (3.57)

Therefore, the new eigenvalue k0 = iεκ of the discrete spectrum ap-
pears when the right-hand side of Eq. (3.57) is positive. It follows from
Eq. (3.55) that the corresponding eigenfunction is exponentially localized,
w(x) → ±(π/εκ) a(0) exp(∓κx) as x → ±∞. This result confirms the ob-
servation that a thresholdless birth of the soliton internal mode from the
continuum spectrum becomes possible only in those models where solitary
waves generate reflectionless potentials in the associated eigenvalue problem.
This property is common for many soliton bearing nonlinear models.

As an example of the application of a general result (3.57), we consider the
double SG equation following from Eq. (3.53) at ĝ(u) = sin(2u) [see also Eq.
(3.50)]. The kink’s internal mode exists for ε > 0, and it was analyzed numer-
ically by Campbell et al. [195]. Applying the asymptotic method presented
above, we find the first-order correction to the kink’s profile,

u
(1)
k (x) = 2

(
x

cosh x
− sinh x

cosh2 x

)
,
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and then, using Eq. (3.57), calculate the discrete eigenvalue, k0 = i(8/3)ε.
Therefore, the kink’s internal mode is possible only for ε > 0 and its frequency
is defined by the expansion

Ω2 = 1 + 2ε− 64
9
ε2 + O(ε3). (3.58)

At last, we would like to mention that the eigenvalues embedded into a
continuous spectrum can be analyzed by means of the Evans function tech-
nique. The Evans function technique for the case of discrete systems was
developed recently by Balmforth et al. [194].

Fig. 3.7. An example of the spec-
trum of small-amplitude excita-
tions around a kink in the gener-
alized FK model as a function of
the kink width d for two values
of the parameter s = −0.2 deter-
mining the shape of the substrate
potential (high discreteness corre-
sponds to small values of d). The
frequencies have been divided by
ωmax to show more clearly the ex-
istence of a mode above the top of
the phonon band for small d [190].

Braun et al. [190] analyzed numerically the effect of discreteness and the
deformation of the on-site potential on the existence and properties of in-
ternal modes of kinks. In particular, they showed that kink’s internal modes
can appear not only below but also above the phonon spectrum band and, in
the latter case, the localized mode describes out-of-phase oscillations of the
kink’s shape. Figure 3.7 shows an example of the linear spectrum of kink ex-
citations in the generalized FK model with the potential (3.59) at s = −0.2,
calculated numerically. To obtain these results, Braun et al. [190] found first
the static configuration of particles, corresponding to a kink, by minimizing
the energy of the chain with the corresponding boundary conditions. When
all the equilibrium positions of the particles in a chain with a kink become
known, the spectrum of small-amplitude oscillations around this state can be
analyzed by looking for solutions of a system of linear equations. Its eigenval-
ues give the frequencies of the small-amplitude oscillations around the kink
and the corresponding eigenvectors describe the spatial profile of each mode.

Figure 3.7 shows a deformation of the kink’s spectrum for varying the
kink width d. Besides the change of the phonon band, one sees clearly from
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these figures the growth of the frequency of the PN mode when discreteness
increases. In addition, Fig. 3.7 shows how discreteness induces the formation
of a novel type of high-frequency localized modes for s < 0. Discreteness has
also more subtle effects, not visible on the figure and discussed in the work
by Braun et al. [190].

Moreover, for the sinusoidal on-site potential, when the equation describes
the classical FK model, in sharp contrast with the continuum limit, the kink’s
internal mode can exist in a narrow region of the discreteness parameter
d [190].

3.3.3 Nonsinusoidal On-Site Potential

An important type of the on-site potential that describes many realistic sit-
uations, e.g., for the dynamics of atoms adsorbed on crystal surfaces, was
suggested by Peyrard and Remoissenet [186],

V
(NS)
sub (x) =

(1 + s)2(1 − cosx)
(1 + s2 − 2s cosx)

, |s| < 1. (3.59)

The parameter s (in the original paper, the authors used the parameter r =
−s) characterizes different shapes of the on-site potential, ranging from the
case of flat bottoms to the case of flat barriers (see Fig. 3.8) .

The frequency spectrum of phonons in the model (3.59) is characterized
by the minimum (gap) frequency ωmin = (1 + s)/(1 − s), the kinks, by a
characteristic width deff = ωmind, and the kink mass is defined as the follows:

m = m(SG)
(
ωmin

ω∗

){
tanh−1 ω∗, if s < 0,
tan−1 ω∗, if s > 0,

(3.60)

where ω∗ ≡ |ω2
min − 1|1/2. The kink’s shape in this model was found numeri-

cally by Peyrard and Remoissenet [186]; the kink is narrow, for the case of flat
bottoms (s < 0), and it is wide, for the opposite case of sharp wells (s > 0).
The kink mass m vanishes for s → −1, i.e. kinks can be created easier in the
systems with a flat-bottom potential.

Considering the properties of a discrete chain with the substrate potential
(3.59), we expect that a change of the potential shape will lead to a change
of the PN barrier. This observation was confirmed in numerical simulations
made by Peyrard and Remoissenet [186], and the results are shown in Fig. 3.9.
The PN barrier EPN for this model was estimated analytically by Ishibashi
and Suzuki [151], who used the kink shape corresponding to the continuum
approximation for calculating the system energy in a discrete case. The result
is given by the following expressions [151],

EPN

E
(SG)
PN

∝






exp
(

2π2
√
g|s|

1+
√

|s|

)
, for s < 0,

∣∣∣∣ cos
(

2π2√
gs

1+s

)∣∣∣∣ exp
(

2π2s
√
g

1+s

)
, for s > 0.

(3.61)
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Fig. 3.8. A chain of
weakly coupled particles
in the periodic substrate
potential (3.59). Shown
are different types of
the potential for marked
values of s [186].

For s > 0 (sharp wells), the amplitude of the PN potential EPN depends
nonmonotonically on the elastic constant g. We should mention here that such
a nonmonotonic dependence of the PN energy versus the lattice coupling had
been discovered earlier for the on-site potential in the form of a periodic array
of parabolas [147], [196]–[199]. In the standard FK model with the sinusoidal
potential, the PN potential energy VPN (X) has its minimum at X = 0, i.e.
for the structure of atoms with two central particles at the same potential
well [see Fig. 3.10(a)], while a maximum of the PN potential occurs at X = π,
for the atomic configuration shown in Fig. 3.10(c) when one of the atoms is at
the top of one of the substrate potential maximum. Let us call this situation
as the N (i.e. normal) relief. The case s ≤ 0 in the nonsinusoidal substrate
(3.59) always corresponds to the N-relief. However, the case s > 0 is more
complicated. Apart from the N-relief, the so-called I (i.e. inverse) relief may
be observed when the configuration shown in Fig. 3.10(a) corresponds to a
potential maximum, and that shown in Fig. 3.10(c), to a minimum of the
function VPN (X). Such a situation is realized for certain values of g, and the
cases of the N- and I-reliefs alternate. In addition, between the regions of the
N- and I-relief there exist intermediate regions where both the configurations
shown in Fig. 3.10(a) and 3.10(c) correspond to two maxima of VPN (x) but a
minimum is realized at some intermediate configuration [such as that shown
in Fig. 3.10(b)] with 0 < X < π. As a result, in the intermediate regions the
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dependence EPN (g) has well pronounced local minima (see Fig. 3.9). It is
interesting to mention that for the substrate potential consisting of a sequence
of parabolas, the value EPN vanishes in the intermediate regions [198, 199].
In the limit g → 0, these features of the PN potential disappear, and the PN
potential approaches the function Vsub(X).

Fig. 3.9. The PN poten-
tial barrier, EPN , scaled
to the kink energy at
rest, εk, vs. the width
of the kind, d, shown
for different values of
the parameter s = −0.8,
s = 0, and s = +0.8,
respectively [186].

Dynamics of the FK model with nonsinusoidal substrate potential is qual-
itatively similar to that of the standard FK model described above. The mo-
tion of a FK kink is accompanied by radiation of phonons caused by the
model discreteness [186]. An effective radiation-induced friction coefficient η
increases with |s| due to the growth of the PN barrier, EPN . Collisions of
kinks with phonons and other kinks are almost elastic, but the effective phase
shift depends on the parameter s.

However, the FK model with a nonsinusoidal substrate potential displays
at least two novel features in the kink dynamics, in comparison with the
standard FK model. The first feature is the existence of long-living small-
amplitude breathers only for a certain interval of the parameter s, namely,
the breathers (described approximately by an effective NLS equation for the
slowly varying wave envelope, see below) exist for the values of s in the
interval s0 < s < 1, where s0 =

√
24 − 5 ≈ −0.1. The second new feature of

the model is the existence of the internal modes of the kinks for s > 0, as
was discussed above. These two main features of the nonlinear excitations in
the generalized FK model with nonsinusoidal substrate significantly modify
the dynamics of the kink-antikink collisions.

For the nonsinusoidal potential with s < 0 there exists a critical value
of the kink’s kinetic energy, Kcr, such that fast kink and antikink with the
initial kinetic energy larger than Kcr pass through each other almost with-
out changes of their energies. Otherwise, the collision is inelastic and, in
general, the kink and antikink cannot escape from the effective (attractive)
interaction potential because of a loss of a part of their energy for radiation.



3.3 Generalized On-Site Potential 57

(a)

(b)

(c)

X = 0

0 < X < π

X = π

Fig. 3.10. Kink structure for the substrate potential with sharp wells.

Therefore, the kink and antikink may form a bound state as a large-amplitude
(LA) breather that loses its energy transforming into a small-amplitude (SA)
breather. However, the further evolution of such a bound state differs for the
cases s > s0 and s < s0, where s0 =

√
24 − 5 ≈ −0.1. In the former case, the

LA breather transforms slowly into a SA breather (according to a power-law
dependence). Otherwise, i.e. for −1 < s < s0, when the LA breathers are not
possible in the system, the SA breather decays more rapidly radiating two
wave packets. In this latter case, the kink-antikink collisions are destructive.

In the case when the substrate potential has sharp wells (s > 0), the
kink-antikink collisions exhibit novel phenomena caused by the kinks’ inter-
nal modes. Namely, the final state of the kink-antikink collision below the
threshold Kcr depends on the initial value of the relative kink velocity, so
that such a collision may produce either a breather, as a final state which
slowly decays, or it may result in a resonant (nondestructive) collision when
the kinks do not annihilate. The resonant elastic interaction between a kink
and antikink is due to the resonant energy exchange between the kink’s trans-
lational mode and its internal mode, and such a type of resonances has been
analyzed first for the φ4 model by Campbell et al. [189] (see also Anninos
et al. [200] and references therein), and later, for the potential (3.59), by
Peyrard and Campbell [201]. They found that the regions where the trap-
ping into a decaying bound state takes place (the so-called resonant velocity
“windows”), and the regions characterized by almost elastic transmission of
kinks, alternate. Numerical simulations showed that if the initial value of the
relative kink velocity is selected in the resonant velocity “window”, then kink
and antikink become coupled just after the first collision and they start to
oscillate. However, after a few oscillations the kinks escape to infinities. The
explanation proposed by Campbell et al. [189] is based on the so-called res-
onant energy exchange mechanism. Indeed, in this case both kinks possess
internal (shape) modes which are excited just after the first collision provided
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the relative kink velocity is not too large. When the shape modes are excited,
they remove a part of the kinks’ kinetic energy from the translational motion
of the kinks. The kinks turn back because of a mutual attractive interaction,
so that they interact with each other again. The energy stored in the kinks’
shape modes may be now realized provided certain resonant conditions are
satisfied,

ωBT12 ≈ 2nπ + δ, (3.62)

where ωB is the shape mode frequency, T12 is the time between the first and
the second kink collisions, and δ is the offset phase. The integer number n
plays a role of the number of the resonance, and it determines a sequence
of the resonant velocities for the kink escape below the critical value of the
relative velocity for the capture. In fact, the total number of the resonances
(i.e. windows) is limited by radiation. The phenomenological explanation of
the resonant effects proposed by Campbell et al. [189] accurately describes
the resonance structures in the kink collisions observed in direct numerical
simulations, and the existence of such resonances has been shown for several
nonlinear models, including the double SG and φ4 models.

Finally, it should be mentioned that the properties of the FK model
with nonsinusoidal substrate potential are rather general. For example, anal-
ogous types of the nonlinear dynamics may be observed for the double SG
model [195] for |s| < 1/4, in particular, the LA breather modes exist provided
s > −1/16, and the kink shape mode emerges for s > 0.

To conclude this section, we mention that there exist some exotic shapes
of the substrate potential Vsub(x) which produce an exactly vanishing PN
potential to the kink motion, i.e., EPN = 0. A systematic procedure for
obtaining these exotic cases was developed by Speght and Ward [202] (see also
Ref. [203]). In particular, above we have mentioned that such an effect may
take place for the substrate potential composed of a sequence of parabolas
but only for certain values of the model parameters. Another example was
given by Bak [204], and this potential is defined by its first derivative, as the
follows,

V ′
sub(x) = 4 tan−1

(
λ sinx

1 − λ cosx

)
, (3.63)

where λ = tanh2(as/d). For the potential (3.63) the discrete motion equa-
tion has an exact kink solution that coincides with the SG kink, un(t) =
4 tan−1 exp[−(nas − X)/d], and it moves freely along a discrete chain, so
that the kink’s energy does not depend on its coordinate X. However, this
model still remains nonintegrable unlike the SG equation.

3.3.4 Multiple-Well Potential

Next, we consider the FK model with the substrate potential which possesses
more than one absolute minimum per its period as = 2π. As a consequence
of this potential shape, more than one type of kinks is possible in the model,
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and more than one phonon spectrum branch exist. As a typical example,
we consider the double-well (DW) potential proposed by Remoissenet and
Peyrard [187] (see Fig. 3.11)

Vsub(x) =
(1 − s)4[1 − cos(2x)]
(1 + s2 + 2s sinx)2

, (3.64)

where 0 ≤ s ≤ +1. This potential has two distinct minima, one at x01 = 0
and another at x02 = π, at which the energy values coincide, Vsub(x01) =
Vsub(x02) = 0. The minima are separated by two barriers, at xm1 and xm2,
where the first maximum depends on the parameter s,

Vsub(xm1) = 2
(

1 − s

1 + s

)4

, (3.65)

while the second barrier has the fixed value, Vsub(xm2) = 2.

Vsub(x)

0

2

− π π 2π 3π
x

Fig. 3.11. Schematic presentation of the double-well substrate potential (3.64).

The FK model with the DW substrate potential has two types of the
ground states (see Fig. 3.12). In the so-called “left ground state” (LGS) shown
in Fig. 3.12(a), all the atoms in the chain occupy the left minima of the DW
potential, xn = x01 +2πn (n = 0,±1, . . .), and in the so-called “right ground
state” (RGS) shown in Fig. 3.12(b), the atoms occupy only the right minima,
i.e. xn = x02 + 2πn. Both the ground states are characterized by the same
phonon spectrum with ωmin = 2(1 − s)2/(1 + s2). The standard 2π-kink,
which connects two equivalent ground states, say LGS and LGS−2π, now
splits into two separate sub-kinks. One sub-kink connects LGS and RGS
[see Fig. 3.12(c)], and it is called large kink (LK) because it overcomes the
largest barrier. Another sub-kink, small kink (SK), connects the states RGS
and LGS−2π, and it overcomes the lower energy barrier [see Fig. 3.12(f)].
Analogously, large and small antikinks may be defined in the system, LK
and SK shown in Figs. 3.12(d) and 3.12(e).
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Fig. 3.12. Structure of two types of the ground state and kinks in the FK model
with the double-well substrate potential: (a) “left” GS, (b) “right” GS, (c) large
kink, (d) large antikink, (e) small antikink, and (f) small kink.

It is clear that the chain can support a single LK or a single SK which are
independent topological excitations of the chain. The LKs and SKs have the
properties similar to those of the kinks in the standard SG model, however,
their parameters are different from the corresponding parameters of the SG
kink (see Ref. [187]). For example, the kink masses coincide at s = 0 and they
both vanish for s → +1, but, in general, they are different, mSK < mLK .
Besides, the SK has an internal mode whereas the LK has no internal mode.
This makes some dynamical effects related to the kink collisions different for
SKs and LKs as well.

The standard FK model allows an arbitrary sequence of the kinks and/or
antikinks. In the DW model, however, some of the kink combinations are
forbidden due to topological constrains. For example, in a periodic array
of kinks, SKs and LKs should alternate because one “extra” atom in the
chain corresponds to a pair LK+SK. In fact, the DW model allows only four
types of the kink and antikink combinations, SK+LK, SK+LK, LK+LK, and
SK+SK. Therefore, only collisions between those kinks are possible in the
DW model.
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SK+LK (or SK+LK) kink collision. As usual, two kinks of the same
topological charge repel each other, and in the present case two different kinks
cannot pass through each other because of topological constrains. Therefore,
the kink collision should display a reflection, and such a reflection is almost
elastic for g � 1, see Ref. [187].

LK+LK collision. Numerical simulations [187] have shown that this type
of kink and antikink pass through each other transforming into a pair SK+SK
as should follow from the topological constrains. Such an effect of the kink
transformation was analyzed earlier by Maki and Kumar [205] and Schiefman
and Kumar [206] in the framework of the DSG equation. The difference in the
kink rest energies, ∆ε = 2(mLK −mSK)c2 > 0, is converted into the kinetic
energy of the small kinks according to the energy conservation which, as has
been verified, holds with a good accuracy even when the effect of radiation is
not taken into account. However, in a highly discrete chain when g ∼ 1, the
energy excess ∆ε may be taken out by radiation leading to a decay of the
kink-antikink pair with formation of a breather state.

SK+ SK collision. When the initial kinetic energy Kin of small kinks is
large enough, namely Kin > 2(mLK −mSK)c2, they can pass through each
other converting into a slowly moving LK+LK pair. Otherwise, small kinks
behave similar to those of the φ4 model, i.e. they may be trapped into a
breather state provided the initial velocity is smaller than a certain critical
value.

Campbell et al. [195] have studied in detail the kink collisions in the
DSG model (3.50), which has the DW shape for s < −1/4. Unlike the model
with the potential (3.64) considered above, the DSG subkinks have different
amplitudes, ∆uSK < ∆uLK , where ∆u = |uk(−∞) − uk(+∞)|, so that the
SK disappears when the lower barrier vanishes, i.e. for s → −1/4. Besides,
SK in the DSG model has an internal (shape) mode. Therefore, the SK+SK
collisions at small kinetic energies exhibit resonance phenomena caused by
the energy exchange between the kinks translational modes and their internal
modes similar to the case described in the previous section [189, 195, 201].

Model with a more general shape of the substrate potential has been intro-
duced in the theory of solitons in hydrogen-bonded chains, where topological
solitons characterize different types of defects in such a system [122],

Vα,β(x) ∝
[

cosx− α

1 − β(cosx− α)

]2

. (3.66)

Here the parameter α (|α| < 1) describes a relative width of two barriers
as well as it controls the distance between the neighboring minima of the
substrate potential. The second parameter β describes the relative height of
the barriers. The potential (3.66) reduces to the sinusoidal form for the case
α = β = 0, and to the DSG potential, for β = 0. For the potential (3.66), a
mass of the “small” kink may be larger than that of a “large” kink.
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The results discussed above involved only the case of a symmetric sub-
strate potential. However, in a general case the substrate potential may have
wells with different curvatures. As a consequence, there exist more than one
branch of the phonon spectrum in the model. For example, for the asymmet-
ric double-well (ADW) potential proposed by Remoissenet and Peyrard [187]
(see Fig. 3.13),

Vsub(x) =
(1 − s2)2[1 − cos(2x)]
(1 + s2 + 2s cosx)2

, (3.67)

where 0 ≤ s ≤ 1, the LGS has the minimum phonon frequency gap ω
(L)
min =

(1 − s)/(1 + s) < 1, while the RGS is characterized by the gap ω
(R)
min =

(1 + s)/(1 − s) > 1. In this system, there are two sub-kinks, the “left kink”
(LK), which links the LGS and RGS, and the “right kink” (RK) which is
just reverse, so that the kinks may be transformed to each other by a mirror
transformation. The shape of a kink is asymmetric because its tails belong to
the wells with different curvatures. For example, the LK has the long-range
left-hand tail,

uk(x → −∞) ∝ − exp
(
−ω(L)

min|x|/d
)
,

and the sharp right-hand tail,

uk(x → +∞) ∝ −π + exp
(
−ω(R)

minx/d
)
.

The kink’s mass is the same for both the kinks,

m = m(SG) (1 − s2)
4s

ln
(

1 + s

1 − s

)
, (3.68)

and it varies from 1
2m

(SG), at s = 0, to zero, at s = 1.
A kink in the FK model with the ADW potential (3.67) possesses an

internal mode with the frequency ωB . Remoissenet and Peyrard [187] have
found an interesting phenomenon: for 0 < s < 0.4 the value of ωB lies between
the frequencies ω(L)

min and ω
(R)
min. Therefore, when the kink’s internal mode is

excited (e.g., during the kinks collision), it decays rapidly due to radiation of
the phonons around the LGS toward a smooth kink tail. As a natural result,
resonance structures may be observed only for RK+RK or LK+LK collisions,
when kink and antikink collide by their smooth tails (the “soft” collision),
and the chain outside the collision region is in the RGS which is characterized
by the phonon frequencies ω ≥ ω

(R)
min > ωB . Numerical simulations presented

by Remoissenet and Peyrard [187] demonstrate the existence of the reflection
velocity windows for this type of kink collisions.

It is clear that each the GSs (LGS or RGS) may support its own long-
living breather mode in the ADW model. Remoissenet and Peyrard [187] have
shown that the RGS (sharp wells) always supports a SA breathers, while the
LGS (flat bottoms) supports LA breather mode provided 0 < s < s∗, where
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Fig. 3.13. Schematic pre-
sentation of the asymmetric
substrate potential (3.67).

s∗ = 2 − √
3 ≈ 0.268. Therefore, for s∗ < s < 1 a LA breather cannot be

excited in a result of the hard-core kink-antikink collisions (i.e., in collisions
LK+LK or RK+RK when kinks collide from the side of their short-range
tails), and the kinks are destroyed emitting phonons. Other cases of the kink
collisions are similar to the standard SG-type model, and such collisions may
be treated as the collisions of effective quasi-particles. Due to asymmetry of
the kink shape, a kink and antikink may collide from the side of by their
long-range tails (“soft” collision) and the chain outside the collision region
is in the RGS, or the kink and antikink may collide from the side of by
their short-range tails (the so-called “hard” collision). The soft collisions are
almost perfectly elastic, while the hard collisions are inelastic and they are
accompanied by strong radiation [187].

3.3.5 Multi-Barrier Potential

In some applications of the FK model (see Chapter 2), the substrate potential
has a complicated structure with additional local minima, e.g. the double-
barrier (DB) structure shown in Fig. 3.14. In this case, the system may be
observed in a “metastable ground state” (MGS) when all atoms of the chain
occupy the local minima of the substrate potential. Similar to the DW model
considered above, the 2π-kink of the DB model splits and produces two sub-
kinks connecting GS-MGS and MGS-(GS−2π). However, unlike the case of
the DW potential, now the atoms in the region between the subkinks are in
a metastable (excited) state (see Fig. 3.14). This leads to an effective attrac-
tion between two subkinks because the energy of the 2π-kink grows with the
distance between the subkinks, i.e. with an increase of the number of atoms
occupying the MGS. As a result of a competition of this attraction and the
conventional repulsion of the subkinks of the same topological charge, there
exists an equilibrium distance R0 which corresponds to a minimum of the
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2π-kink energy. Thus, the DB kink may be considered as a “molecule” (2π-
kink) composed of two “atoms” (subkinks or π-kinks) coupled together by
an interaction potential UDB(R) which has a minimum at R = R0. It is clear
that the DB kink should always possess an internal mode with the frequency
ωB , which in this case has a simple physical meaning: this mode corresponds
to the relative oscillation of two “atoms” inside the “molecule”.

As an example, let us consider one of the most frequently occurring sub-
strate potentials, the double SG potential (3.50), which has the double-barrier
structure provided s > 1/4. Introducing a new parameter r according to the
relation s = ( 1

2 sinh r)2, where r > ln(1 +
√

2) ≈ 0.881, the DSG potential
can be presented as

Vr(x) =
sinh2 r

cosh4 r

{
4(1 − cosx) + sinh2 r[1 − cos(2x)]

}
. (3.69)

The potential (3.69) has a minimum, at x0 = 0, and two maxima, at xm =
π ± cos−1(cosh2r), Vr(xm) = 2, and a relative minimum at xb = π, Vr =
8 sinh2 r/ cosh4 r, per one period as = 2π.

Fig. 3.14. Kink in the FK model with the double-barrier substrate potential.

In the continuum limit approximation, when g � 1, the static DB kink
(antikink) has a simple form,

u(DB)(x) = ∓2 tan−1
(

sinh y
cosh r

)
, (3.70)

where
y = 2(x−X)/d. (3.71)

The mass of the kink is defined as

m(DB)(r) = m(SG) sinh r
cosh r

[
1 +

2r
sinh(2r)

]
> m(SG). (3.72)

It is interesting to mention that the static kink (3.70), (3.71) of the DSG
equation can be exactly expressed as a sum of two single kinks of the SG
model [195, 207],

u(DB)(x) = ∓
[
uπ(R̃+ y) − uπ(R̃− y)

]
, (3.73)

where uπ(y) = 2 tan−1 exp(y), R̃ = r, and y is determined by Eq. (3.71).
Thus, the parameter X can be considered as the coordinate of the center of
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mass of two kinks, and the parameter R = R̃d, as the distance between two
subkinks of the DB kink.

Willis et al. [208] have analyzed a complete Hamiltonian dynamics of
a DB kink in the DSG model introducing two collective variables X(t) and
R(t), and the corresponding conjugate momenta as canonical variables. Anal-
ogously to the Hamiltonian formalism for the SG model, in the present case
one should add one more degree of freedom (internal oscillations) and to mod-
ify the Poisson brackets. After some lengthy calculations, Willis et al. [208]
have proved that the energy of the DSG kink in such an approach may be
presented in the form,

HDB =
m(DB)

2

(
dX

dt

)2

+
m(R)

2

(
dR

dt

)2

+ UDB(R), (3.74)

where the effective mass m(DB) is determined by Eq. (3.72),

m(R)(r) =
∫ ∞

−∞

dx

2π

(
∂u(DB)

∂R

)2

=
1
4
m(SG) sinh r

cosh r

[
1 − 2r

sinh(2r)

]
, (3.75)

and

UDB(R) = m(SG)c2
sinh r

2 cosh r

{
1 +

tanh2 r

tanh2 R̃
+

2R̃
[

1

sinh(2R̃)
+

coth R̃
cosh2 r

− tanh2 r coth R̃

2 sinh2 R̃

]}
, (3.76)

where R̃ ≡ R/d. For the small-amplitude internal oscillations, the energy
UDB(R) may be presented in the form

UDB(R) ≈ m(DB)c2 +
1
2
m(R)ω2

B(r)(R−R0)2, (3.77)

where R0 = rd, and ωB(r) is the frequency of the internal oscillation,

ω2
B(r) =

1
m(R)(r)

(
d2UDB
dR2

)∣∣∣∣
R=R0

. (3.78)

The frequency ωB can be found from Eqs. (3.75), (3.76), and (3.78) as well
as it can be determined as an eigenvalue of the Schrödinger equation (3.51),
(3.52). The latter method leads to the result [209] ωB ≈ ωmin

√
1 − β2, where

β =
1
2

[(
1 +

8
α2 tanh2 r

)1/2

− 1

]
, (3.79)

and
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α =
tanh2 r sinh(2r)
[sinh(2r) − 2r]

. (3.80)

The potential UDB(R) defined by Eq. (3.76) is anharmonic. Therefore,
when the amplitude of the “molecule” oscillations grows, the oscillations be-
come nonlinear and the anharmonicity of the potential UDB(R) becomes
important, and it may result in the generation of higher-order harmonic and
the phonon emission. However, a coupling of the kink’s internal oscillations
to the phonons is extremely weak because it is caused only by higher-order
resonances. Numerical simulations carried out by Burdick et al. [210] have
shown that an effective damping of the internal oscillations is negligible even
when the oscillation become strongly nonlinear.

In the limit r → ∞, the DSG potential (3.69) reduces to the SG one with
the period a = π, the DB kink (3.73) splits into two separate SG π-kinks,
and ωB → 0. We note also that in the discrete case the Hamiltonian (3.74)
should include the PN potential for the subkinks.

Campbell et al. [195] have studied numerically the DSG kink-antikink
collisions, and they demonstrated the existence of the “resonance windows”
due to an energy exchange mechanism between the kinks translational and
internal modes. The windows of the resonance velocities correspond to the
situation when the kinks collide inelastically and form a breather, otherwise
the kinks scatter not changing their identities. For r > 1/4, a qualitatively
new effect occurs, namely, two counter-propagating breathers may emerge as
the final result of the kink-antikink collision. The resonant energy exchange
can be studied in the framework of an effective collective-coordinate model
that treats the scattering process as a collision of two “molecules”, each
consisting of the DB kink and DB antikink.

3.4 Disordered Substrates

For realistic physical models, interaction of nonlinear excitations (kinks or
breathers) with impurities should play an important role in the transport
properties because kinks (or breathers) can be trapped or reflected by local
impurities. Additionally, a breather captured by an impurity excites a non-
linear impurity mode, and this observation makes a link between the theory
of nonlinear chains and the theory of harmonic lattices with defects (see, e.g.,
Refs. [211]–[214]).

Many features of the soliton-impurity interactions have been already dis-
cussed in review papers by Kivshar and Malomed [27] and Gredeskul and
Kivshar [215] in the framework of the SG model with local or extended in-
homogeneities. For the discrete FK model, two new features of the soliton-
impurity interactions appear and they should be discussed. First, in a discrete
chain, a kink moves in the presence of an effective PN potential whose am-
plitude is always lower than the amplitude of the substrate potential. Thus,
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the kink parameters are varying periodically and this simple mechanism gen-
erates phonons leading to the subsequent pinning of the kink by the lattice
discreteness. As a result, the discreteness effects which are absent in the SG
model may significantly modify the adiabatic kink scattering [49]. Second,
the important feature of the kink scattering by impurities in a discrete chain
is the possible excitation of impurity modes during the scattering. In fact,
such an effect is also possible for continuous models provided one considers
strong disorder, but the discreteness modifies the impurity mode frequency
making the process of its excitation more easier [216].

A simple generalization of the FK model to include defects of different
kind was discussed by Braun and Kivshar [49]. The FK model with disorder
in a general case may be described by the following Hamiltonian [cf. Eqs. (1.1)
– (1.5)]

H =
∑

j

{
mj

2

(
dxj
dt

)2

+
gj
2

(xj+1 − xj − a0)2 + U(xj)

}
,

with the potential

U(xj) = εj

[
1 − cos

(
2πxj
as

)]
+ v(xj).

where impurities are taken into account through the parameters mj (change
of the particle mass), gj (change of the interparticle interaction), εj (local
distortion of the substrate potential), and v(xj) (an additional change of on-
site potential created by impurities). The motion equation for the atomic
displacements uj = xj − jas takes the form [we consider here the simplest
case when a0 = as]

mj
d2uj
dt2

+ gj(uj − uj+1) + gj−1(uj − uj−1)

+εj sinuj + v′(jas + uj) = 0. (3.81)

When one of the atoms of the chain, say at j = 0, has properties which
are different from those of the lattice atoms, it may be characterized by a
local change of the parameters (in dimensionless units adopted in Chapter
1), ε0 = 1 + ∆ε, m0 = 1 + ∆m, and g0 = g−1 = g + ∆g, so that the
perturbation-induced correction δH to the Hamiltonian of the FK chain is
written as

δH =
∆m

2

(
du0

dt

)2

+
∆g

2
[(u1 −u0)2 +(u0 −u−1)2]+∆ε (1− cosu0). (3.82)

In the continuum limit approximation such an impurity is introduced by the
changes like εj → ε(x) = 1 +∆εas δ(x), and so on.

First of all, the combined effect of nonlinearity and disorder can mod-
ify the kinks properties even in the static case. This problem is easier to



68 3 Kinks

be analyzed for the SG model, i.e. for the continuous version of the FK
chain. In fact, the SG model with defects was introduced by Baeriswyl and
Bishop [217] who analyzed the linear properties of that model. For the case
of the delta-like impurities, a number of exact results to the SG model can
be obtained for defect stationary states, nonlinear static structures created
by the effect of kink’s pinning due to impurities. Several cases where such
stationary structures may be treated analytically have been considered for
both the linear coupling between the defect and the wave field, i.e. when
v(x) ∼ λ δ(x − x0) (see, e.g., Ref. [218]), and for nonlinear coupling (when,
e.g., ε(x) ∼ λ δ(x − x0), see [219]. The derivative mismatch introduced by
such a δ-function allows to get (for isolated defects) the nonlinear stationary
conditions which can be solved analytically. With the help of those exact re-
sults, the correlation function in the presence of defects can be calculated, as
well as the free energy of the various possible configurations. This program
can be realized not only for one or two impurities but also for a random
distribution of defects in the limit of small concentration [218].

More complicated behavior is observed in a generalized FK model where,
e.g., an extension of the model beyond the limits of the harmonic approxi-
mation for the interatomic potential leads to some qualitatively novel results
such as the existence of distortion chain configurations [220] or formation
of cracks when the tensile strength of the chain exceeds a certain critical
value [221, 222]. When local impurities are inserted into the chain, they may
act as traps in both pinning the antikinks and increasing the threshold for a
chain breakup. Such an effect was analyzed for the FK chain with nonconvex
interaction between neighboring atoms by Malomed and Milchev [223] who
showed that the breakup threshold for an antikink pinned by an inhomogene-
ity which locally decreases the substrate potential is higher than for a free
antikink, the effect they related to the observed formation of cracks out of
misfit dislocations in III-V hetero-structures [44].

3.4.1 Effective Equation of Motion

First we consider the continuum limit approximation of the FK model de-
scribed by the SG equation with inhomogeneous parameters. In this case,
the effective equation for the kink’s coordinate can be derived by a simplified
version of the collective-coordinate approach [27, 224, 225]. As an example,
we consider the simplest case of the inhomogeneous SG model,

∂2u

∂t2
− ∂2u

∂x2 + sinu = εf(x) sinu, (3.83)

when the impurity is modelled by introducing the external potential

Uext(x) =
∫ x

dx f(x).
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Analyzing the kink dynamics in the framework of the collective-coordinate
approach, we can obtain, in a simple way, an effective equation of motion for
the kink’s coordinate (see, e.g., Refs. [86, 159]). To derive such an equation, we
note that the unperturbed SG system has an infinite number of quantities
(system invariants) that are conserved during the evolution, among which
there is the momentum,

P ≡ −
∫ ∞

−∞
dx

∂u

∂t

∂u

∂x
. (3.84)

For the SG kink, Eq. (3.84) takes the form of the well-known relativistic
expression P = mV/

√
1 − V 2, V being the kink velocity. In the presence of

perturbations, the momentum is no longer conserved; using Eq. (3.83) it is
possible to show that it varies according to the equation

dP

dt
= ε

∫ ∞

−∞
dx f(x)

∂

∂x
(cosu).

provided the boundary conditions u → 0 (2π) at x → ±∞ holds. The adi-
abatic approach is now defined by the assumption that, for ε small enough,
the kink shape is not affected and only the kink’s coordinate X becomes a
slowly varying function of time. Within this hypothesis it can be shown that,
in the non-relativistic limit, the kink center obeys the following equation of
motion, md2X/dt2 = −U ′(X), where

U(X) ≡ −2ε
∫ ∞

−∞
dx

f(x)
cosh2(x−X)

, (3.85)

and we have used the approximate expression P ≈ mk (dX/dt), valid for
small velocities. Thus, in the framework of such an adiabatic approach, the
motion of the SG kink can be thought of as that of a particle with (kink)
mass m in the external potential U(X) defined by Eq. (3.85). The similar
properties can be shown for relativistic kinks [146].

The following two cases arise naturally from Eq. (3.85). If f(x) changes
rapidly over distances of the order of the kink length, then ε has to be small
for our approximation to hold. For example, in the case f(x) = δ(x), we
have [86] U(X) = −2ε sech2X. On the other hand, if f(x) changes slowly,
i.e., its characteristic length (say L) is much larger than the kink width, it is
not necessary for ε to be small, because all the parameters of the perturbation
theory are of the order of L−1, and we are left with U(X) ≈ 4ε f(X/L).

The approximation involved in the derivation presented above is based on
the assumption that the kink moves slow through the region of inhomogeneity.
In this case, the kink’s width does not change much and its variation can be
neglected. This corresponds to the so-called “nonrelativistic” interaction of
the kink with an impurity. However, relativistic effects can be taken into
account by introducing one more collective coordinate associated with kink’s
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width [226, 227]. A more detailed analysis of this effect was presented by
Woafo and Kofaneé [228] who observed that the kink is shortened in the
attractive potential and extended in the repulsive potential of the impurity.

The adiabatic theory presented above becomes not valid in the case when
a localized impurity can support an impurity mode, an oscillating linear mode
at the impurity site. In this latter case, the kink’s position and the impu-
rity mode amplitude are two effective collective coordinates as discussed in
detail below. Different types of the so-called resonant interactions of soli-
tons and kinks with impurities have been reviewed by Belova and Kudryavt-
sev [229], and the simplest example of such an interaction can be found below
in Sect. 4.3.2.

In the discrete FK lattice, the motion equation for the kink’s coordinate
is modified by the PN relief. One of the ways to derive the effective equation
of motion for the kink has been already mentioned in Sect. 3.2.1 and it is
based on the projection-technique approach developed by the group of Willis.
Another approach is based on the Lagrangian formalism which we will apply
here just to mention the example how such a method really works (see, e.g.,
Refs. [49, 230, 231]).

Let us start from the Lagrangian of the inhomogeneous FK chain

L =
∑

j

{
mj

2

(
duj
dt

)2

− gj
2

(uj+1 − uj)2 − εj

[
1 − cos

(
2πuj
as

)]}
. (3.86)

Considering now the simplest case of a single-point defect at the site n = 0
(the case of several impurities can be treated in a similar manner), we put
εj = εs +∆ε δj0, mj = ma +∆mδj0, and gj = g +∆g δj0. Introducing the
dimensionless variables, τ = (c/as) t and φj = (2π/as)uj and setting µ =
as/l, c2 = ga2

s/ma, l = c/ω0, where ω2
0 = 2π2εs/maa

2
s, the Lagrangian (3.86)

becomes

L = A
∑

j

{
1
2

(
dφj
dt

)2 (
1 +

∆m

ma
δj0

)
− 1

2
(φj+1 − φj)2

(
1 +

∆g

g
δj0

)

−µ2(1 − cosφj)
(

1 +
∆ε

εs
δj0

)}
,

where A = ma(c/2π)2. In the notations adopted above, the parameter µ has
the meaning of a ratio of the lattice spacing to the kink’s width. We now
assume that the value µ is small, so that distorted kink in the discrete chain
may be approximated by the SG kink ansatz

φj(τ) = 4 tan−1 eµξj , (3.87)

where ξj = j − Y (τ), Y (τ) being a collective coordinate of the kink. Substi-
tuting Eq. (3.87) into the system Lagrangian and evaluating the sums with
the help of the Poisson sum formula,
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∞∑

n=−∞
h f(nh) =

∫ ∞

−∞
dx f(x)

[
1 + 2

∞∑

s=1

cos
(

2πsx
h

)]
,

we obtain the effective Lagrangian in the following reduced form [49]

L/A = 4µ

{(
dY

dt

)2

− 4π2

sinh(π2/µ)
cos(2πY )

}

+
2µ2

cosh2(µY )

{(
dY

dt

)2 (
∆m

ms

)
−
(
∆g

g
− ∆ε

εs

)}
. (3.88)

The equation of motion for the kink’s coordinate X = µY can be obtained
from Eq. (3.88) in a straightforward manner. The simple analysis shows that
the discreteness yields an additional potential field associated with the PN
relief so that the kink may be treated as an effective particle of a variable
mass moving in an effective potential Ueff(X) = UPN(X) + Uim(X), where

UPN(X) =
2π2µ

sinh(π2/µ)
cos

(
2πX
µ

)
(3.89)

and

Uim(X) =
1
4

(
∆g

g
+
∆ε

εs

)
µ3

cosh2X
. (3.90)

The analysis of the kink motion in the vicinity of the impurity can be found
in the paper by Braun and Kivshar [49], but a qualitative physical picture
of such an interaction is rather simple: the kink’s motion is affected by the
potentials of two kinds, localized, from the impurity, and nonlocalized from
the periodic PN relief. In particular, if the kink is pinned by the discreteness
not far from the impurity, its PN frequency is renormalized to be

ω2
j = ω2

PN − µ3

2

(
∆g

g
+
∆ε

ε

)
(1 − 2 sinh 2Xj)

cosh4Xj

, (3.91)

where ω2
PN = [8π4/µ sinh(π2/µ)] is the PN frequency, Xj = (j + 1

2 )µ, and
jas is the distance from the impurity. Note that the local impurity potential
Uim acts on a kink and antikink in the same way.

The similar technique can be applied to the problem of the DNA pro-
moters to explain its role as dynamical activators of transport processes of
the RNA polymerase along DNA macromolecules. By introducing an effec-
tive potential for the kink in a disordered FK model, suggested as a simplest
model of the DNA chain [103]–[106],[112],[232]–[234]. In particular, Salerno
and Kivshar [231] demonstrated the existence of a dynamically “active” re-
gion inside of a DNA promoter, in a qualitative agreement with experimental
data [235].

Several interesting effects can be observed for a multi-kink dynamics when
two or more kinks interact near the impurity. In particular, when a moving
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kink collides with a kink trapped by at an impurity site, three different out-
comes of the collision are possible: depinning, capture, and exchange [236].
For the kinks of different polarities, such collisions may result also in annihi-
lation of the kinks at the impurity. The scattering of a SG breather can be
treated as that of a coupled pair of kinks, at least in the case of low-frequency
breathers. A complex dynamics of the breather-impurity scattering has been
demonstrated by Kenfack and Kofané [237] and Zhang [238].

The adiabatic effects discussed above are based on the approximation
when radiative losses are negligible. However, during the scattering by impu-
rities, the kink radiates phonons which may change the general pictures of the
scattering by introducing an effective radiative losses [27]. In fact, radiative
losses in the inhomogeneous FK model may be of three types:

(i) The first type of radiation losses is due to existence of PN relief, and
they have been discussed above in detail.

(ii) The second type of the resonant effects is related to the change of
the kink’s velocity caused by impurities. This kind of the kink’s emission
can be calculated in the lowest order as emission of the SG kink. A number
of such problems was mentioned in a review paper on the soliton pertur-
bation theory [27]. The importance of this type of radiative effects has been
demonstrated for the case of the kink scattering by two impurities by Kivshar
et al. [239], who demonstrated that, for low kink’s velocities, the reflection
coefficient of the kink depends oscillatory on the distance between the im-
purities, the effect caused by an interference of the radiation emitted by the
kink.

(iii) The third type of inelastic effects which are not taken into account
by the adiabatic approach is the excitation of impurity localized modes by
the scattering kink, and in the limit of the SG model such a problem will be
discussed below.

3.4.2 Point Defects

When the function f(x) in Eq. (3.83) describes random impurities, we may
consider the simplest case of delta-like inhomogeneities, εf(x) =

∑
n εnδ(x−

an), where the numbers εn and an are chosen to be random, and it is assumed
that the distances bn = an+1−an are identically distributed random numbers
with the probability density p(b) = b−1

0 e−b/b0 . Then, the equation for the kink
coordinate X takes the form md2X/dt2 = −U ′(X), where

U(X) =
∑

n

un(X), un(X) ≡ u(X − an), u(X) ≡ − 2ε
cosh2X

. (3.92)

Here, as above, we have approximated P � mV � mdX/dt. Thus, in the
collective coordinate framework, the motion of the SG kink can be interpreted
as the motion of a nonrelativistic particle with the unit mass m in an effective
random potential defined by Eq. (3.92).
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In the paper by Gredeskul et al. [240] the kink scattering was analyzed
for the case when disorder appears as randomly distributed point impurities
with equal intensities, i.e. for εn = ε. The general methods usually used for
time-dependent random perturbations (see, e.g., Refs. [241]–[243], and also
the review papers [215, 244, 245]) cannot be directly applied to this prob-
lem because for randomly distributed spatial impurities we cannot derive the
Fokker-Planck equation [notice that the potential (3.92) is not Markovian].
Gredeskul et al. [240] developed a statistical procedure to compute the mean
characteristics of the kink propagation, e.g. the kink’s mean velocity, assum-
ing the velocity is rather large and the strength of impurities small.

One of the important problems related to the FK chain dynamics is the
influence of disorder on the dislocation motion in crystals with a high PN
potential. The basic concepts of the dislocation dynamics in crystals with a
high PN relief were formulated by Lothe and Hirth [246] and Kazantsev and
Pokrovsky [247]. Transverse displacement of the dislocation line is treated
as creation of kink-antikink pairs by thermal fluctuations under the action
of the applied constant force. Experimental data show that the dislocation
mobility is also significantly affected by point defects, e.g. doping of crystals
can give rise to an increase in the dislocation speed [248, 249]. This effect
can be explained in the framework of the FK model as a consequence of local
lowering of the PN barrier due to the interaction between the dislocation
and impurities [250, 251] and we would like to mention that such conclusions
were confirmed by extensive numerical simulations which showed that point
defects in crystal lattice have an extremely profound effect on dislocation
mobility [252, 253].

3.4.3 External Inhomogeneous Force

The concept of a kink as an effective point-like particle is valid, rigorously
speaking, when the external field or effective force produced by impurities
do not change rapidly on the spatial scale of order of the kink’s width. Oth-
erwise, one should expect some differences between, for example, stability
conditions for a kink treated as a point particle and for a kink studied as
an extended object. From the physical point of view, such differences come
from interactions of kink’s tails with zeros of an effective force. In particular,
in the presence of a static force there exist static solutions for kinks whose
centers are connected (or coincide) with position of zeroes of this force. This
result follows from the effective-particle approach described above.

However, the condition of the kink stability is generally not equivalent
to the stability condition that follows from simple energetic considerations
treating the kink as a point particle. This was first noticed by Gonzaléz and
Holyst [254] (see also Refs. [255, 256]) who considered a very special form of
the static force F (x) in the φ4 model where the exact solution for a static
kink, uk(x) = A tanh(Bx), exists with the parameters A and B defined by
the force F (x). Linear eigenvalue problem for small-amplitude oscillations
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around the kink uk(x), due to the special choice of F (x), coincides with the
linear Schrödinger equation with the Pösch-Teller potential, and it can be
solved exactly to describe the stability of the kink as an extended object.
As a result, when the external force F (x) has one stable (x = 0) and two
unstable (x = x1,2) extremum points, the kink located at the local minimum
x = 0 becomes unstable provided the two maximum points at x = x1,2 are
closer to the kink center at x = 0, and the interactions of kink’s tails with
these zeroes are sufficiently strong to make the stable kink unstable [254].

The similar results were obtained later by Holyst [256] for the kink in
the Klein-Gordon model with a double-quadratic substrate potential. To be
more specific, the model studied by Holyst [256] has the form,

∂2u

∂t2
− ∂2u

∂x2 + (|u| − 1) sgn(u) = F (x), (3.93)

where the force F (x) was selected in the form

F (x) =
{
A− 1 +A (B2 − 1) e−B|x|

}
sgn(Bx) (3.94)

in order to have the exact solution for the kink of the shape

uk(x) = A
(
1 − e−B|x|

)
sgn(Bx). (3.95)

Treating the kink as a point particle, we obtain the stability condition
(
dF (x)
dx

)

x=0
> 0,

i.e. AB2 > 1. However, the linear eigenvalue problem for the kink (3.95)
requires for the kink stability the condition Ω2 > 0, that yields a different
condition AB > 1. A simple analysis of these two conditions and the ex-
tremum points of the external force F (x) gives the following results [256]:
(i) when the force (3.94) has a single zero, the both conditions coincide, (ii)
when the force (3.94) has three zeros, the presence of additional zeros can
destabilize the kink when the point x = 0 is stable, or stabilize it, otherwise.

These results were shown to modify the kink tunnelling with sub-barrier
kinetic energy. Gonzaléz et al. [257] investigated, theoretically and numeri-
cally, the dynamics of a kink moving in an asymmetrical potential well with
a finite barrier. For large values of the width of the well, the width of the
barrier, and/or the height of the barrier, the kink behaves classically. On the
other hand, they obtained the conditions for the existence of soliton tun-
nelling with sub-barrier kinetic energies; the condition is linked to the effect
of the stability change in the presence of many zeroes of the external force,
as discussed above. Indeed, when the kink behaves as a classical particle, the
minimum of the potential corresponds to a stable kink sitting at the bottom
of the potential well [see Fig. 3.15(a)], and it will not move to the right of
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Fig. 3.15. Numerical simulation of the kink tunnelling with sub-barrier kinetic
energy. The pale curve is the potential and the bold curve is the soliton. (a) shows
the initial configuration at t = 0, while (b) to (f) describe the dynamics in successive
time instants [257].

point x = 0. On the other hand, when the kink at the point x = 0 becomes
unstable, it will move to the right, crossing the barrier even if its center of
mass is placed in the minimum of the potential and its initial velocity is
zero [see Figs. 3.15(b)-(f)]. In this case the kink performs tunnelling with
sub-barrier kinetic energy.

Gonzaléz et al. [257] applied these results to the study of kink propaga-
tion in disordered systems. They considered the force F (x) defined in such
a way that it possesses many zeroes, maxima, and minima. Such a system
describes an array of inhomogeneities, which can be analyzed as a series of
elements with two zeroes and a maximum. If for each element the tunnelling
condition is satisfied, then the kink can cross the whole inhomogeneous zone,
even if the array is completely disordered. Thus, if the tunnelling condition
is fulfilled, there is no localization for the kink motion.

3.5 Anharmonic Interatomic Interaction

For describing realistic physical systems, different types of anharmonic inter-
atomic potentials should be considered. Such generalized FK models describe
qualitatively new physical effects such as breaking of the kink-antikink sym-
metry, new types of dynamical solitons (supersonic waves), a breakup of the
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antikink solitons followed by a rupture of the chain, a change of the ground
state of the model, a change of the interaction between the kinks, etc.

There are several ways to introduce anharmonic interparticle interaction
into the FK model for modelling realistic physical systems. As an example,
we briefly discuss here several mechanisms of interaction between atoms ad-
sorbed on a crystal surface (for details, see, e.g., Refs. [36, 258, 259]).

When adatoms are charged, then the Coulomb repulsion Vint(x) ≈ e2/x
(e is the adatomic charge) acts between them for distances x < a∗ (a∗ be-
ing the screening radius which is equal to the Debye screening radius, for a
semiconductor substrate, and to the inverse Thomas-Fermi momentum, for a
metallic substrate) [260]. For a semiconductor substrate, the value a∗ is large
enough, and the main contribution into the interaction potential is power-law,
Vint(x) ∝ x−1. For adsorption on a metallic substrate the value of the screen-
ing radius a∗ is of order of the lattice constant; for x > a∗ the interaction of
adatoms has a dipole-dipole character: Vint(x) ≈ 2p2

A/x
3, pA being the dipole

moment of an adatom [261]. If adatoms are neutral, then the overlap of their
electronic shells gives rise in a direct interaction, which decreases exponen-
tially with the distance, Vint(x) ∝ exp(−βx) [258]. More complex interaction
laws are possible as well, such as for the so-called “indirect” mechanism of
adatom interaction [36, 258, 259] which may be approximated by the follow-
ing generalized law,

Vint(x) ∼ x−n sin(2kFx+ φ), (3.96)

where n may have values from 1 to 5 depending on the electronic structure of
the substrate, φ is a constant phase, and kF is the Fermi momentum of the
substrate electrons. In the latter case, an attraction (or “effective” attraction)
can emerge for adatoms at some distances.

To cover a larger class of physically important systems, here we consider
the following interaction potentials:

(i) Exponential
Vint(x) = V0 exp[−β(x− as)], (3.97)

where V0 is the energy of interaction between adatoms occupying the nearest
neighboring minima of the substrate potential, and the parameter β charac-
terizes anharmonicity of the potential;

(ii) Power-law

Vint(x) = V0

(as
x

)n
, (3.98)

where n is an integer number (n ≥ 1);
(iii) Morse potential

Vint(x) = Vm

[
e−2β(x−a0) − 2e−β(x−a0)

]
, (3.99)

where a0 is the equilibrium distance, and Vm is the depth of the potential
well, and, at last,
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(iv) Double-well potential

Vint = Vm

[
1
2
β4(x− a∗)4 − β2(x− a∗)2

]
. (3.100)

The latter potential has two minima at x = a∗ ±β−1 and it can approximate
qualitatively the oscillating potential (3.96) which appears for the “indirect”
interaction of adatoms.

The potentials (3.97) and (3.98) are repulsive. Of course, one can add
also an attractive branch of the form Vint ∝ x so that the resulting potential
will have a minimum at some distance x0. Such a modification will produce
changes only for the case of the finite chain. In the present Section, however,
we consider an infinite FK chain.

The potentials (3.97) and (3.98) are convex, i.e. V ′′
int(x) > 0 for all x > 0,

while the potentials (3.99) and (3.100) are nonconvex. The potential (3.99)
is concave for x > a0 + β−1 ln 2, and the potential (3.100) is concave for
the region a∗ − β−1/

√
3 < x < a∗ + β−1/

√
3. As a result, at some values

of the parameters a0 (or a∗), β, and Vm the ground state of the system be-
comes nontrivial, and its excitation spectrum is changed. The FK model with
nonconvex potentials (3.99) and (3.100) is considered in Sect. 3.5.2. The ex-
ponential potential (3.97) and, especially, the power-law potential (3.98) are
long-range potentials. Therefore, the interaction of more neighbors than near-
est neighbors should be taken into account. This kind of problems is discussed
in Sects. 3.5.3 and 3.5.4, where we show that the interaction of all neighbors
changes the system parameters for the exponential interaction (3.97) while
in the case of the power-law interaction (3.98) the motion equation of the
system becomes nonlocal even in the continuum limit approximation.

3.5.1 Short-Range Interaction

For small anharmonicity of the interatomic interaction, the potential can be
expanded into a Taylor series to yield the following motion equation [165]

d2un
dt2

+sinun = V ′′
int(as) (un+1 +un−1 − 2un)

[
1 +

V ′′′
int(as)

2V ′′
int(as)

(un+1 − un−1)
]
.

Neglecting the discreteness effects, i.e. using the continuum limit approxima-
tion, this equation can be reduced to the form,

∂2u

∂t2
− d2

[
1 + αd

(
∂u

∂x

)]
∂2u

∂x2 + sinu = 0, (3.101)

where we have introduced the parameter d defined as d = as
√
g, g = V ′′

int(as),
and the dimensionless anharmonicity parameter α,

α =
(as
d

) V ′′′
int(as)
V ′′

int(as)
. (3.102)
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Anharmonicity does not change the spectrum of linear excitations (phonons)
of the chain. However, a kink solution of Eq. (3.101) differs from that in the
harmonic FK chain. At small α a stationary kink solution can be found by
the perturbation theory [27],

uk(z) = u
(SG)
k (z) + αuα(z), (3.103)

where
uα(z) = −4

3
tan−1(sinh z) sechz (3.104)

with z = x/d. A simple analysis shows that anharmonicity of interatomic
interaction destroys the symmetry between a kink and an antikink because
according to Eq. (3.103), the correction uα is independent on the kink topo-
logical charge σ. This means that the effective kink width changes by an
amount of σα(πd/3), i.e.

deff = d (1 − πσα/3) . (3.105)

This leads to the corresponding changed in other parameters characteriz-
ing the properties of the kink and antikink, e.g., the effective mass, mσ ≈
m(SG) (1 + πσα/6), and the amplitude of the PN potential which may be
estimated as

EPN ≈ E
(SG)
PN (g) − 2π

3
σαg

dE
(SG)
PN (g)
dg

, (3.106)

where the function E
(SG)
PN (g) is defined by Eq. (3.8). We note also that the

energy of kink-antikink pair creation is given by

εpair = ε
(SG)
pair

(
1 − 4

27
α2
)
, ε

(SG)
pair = 2ε(SG)

k . (3.107)

Such a symmetry breaking between the kink and antikink was found by
Milchev and Markov [262] (see also Refs. [263, 264]). The change of the kink
shape may result in the appearance of low-frequency (or high-frequency)
shape mode of the kink, as has been shown by Zhang [265].

For the exponential interatomic potential (3.97) the parameters g and α
are calculated to be g = V0β

2, α = −βas/d. If the anharmonicity parameter
α is negative, the effective width of the kink (σ = +1) is larger, while that
for an antikink (σ = −1) is lower than for the SG kink. This phenomenon
has a simple physical interpretation. Indeed, effective interaction forces for
a kink (i.e. in the region of local contraction of a chain) exceed those for
an antikink (in the region of local extension of a chain). Because of that,
at the same value of the system parameters, V0 and β, a kink, as compared
with an antikink, is characterized by lower values of the effective mass and
Peierls-Nabarro barrier. These qualitative consideration is substantiated by
Fig. 3.16 adopted from the paper by Braun et al. [165] which presents the
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results of calculation of the dependencies EPN (g) and m(g) for the FK model
when the interaction between only nearest neighboring atoms is taken into
account, but, in contrast to the standard FK model, the interaction potential
is exponential as in Eq. (3.97). It can be seen that a “splitting” of the curves
in Fig. 3.16 is larger for lager values of β.

Fig. 3.16. (a) Amplitude
of the PN potential and (b)
effective mass for kink and
antikink as functions of the
parameter l = π

√
g for the case

when the nearest neighbors
interact via exponential forces
(3.97) at various values of the
anharmonicity parameter β:
β = 0 (the classical FK model),
β =

√
12/2π, and β =

√
30/2π.

Dashed curves show analytical
asymptotics [165].

Equation (3.105) indicates that the width of an antikink vanishes with
increasing of the anharmonicity parameter β. In order to analyze such an
effect in more details, Milchev and Markov [262] applied the operator relation,
un±1 = exp(±as�)un to the discrete version of the FK model with the
exponential interaction and they obtained the operator equation

2g exp{−β[sinh(as�)u} sin{β[cosh(as�) − 1]u} = β sinu. (3.108)

Keeping the lowest-order derivatives in Eq. (3.108), it can be reduced to [221]

d2 d
2u

dx2 exp
(
αd
du

dx

)
= sinu. (3.109)

Integration of Eq. (3.109) yields
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1 −
(

1 − αd
du

dx

)
exp

(
αd
du

dx

)
=
β2

g
(C − cosu), (3.110)

where C is a constant. The value C = 1 corresponds to a separatrix curve
on the phase plane (ux, u), which connects the points u = 0 and ux = 0.
This homoclinic trajectory corresponds to a kink (antikink) solution of Eq.
(3.109). Substituting u = π into Eq. (3.110), we find

(
1 − αd

du

dx

)
exp

(
αd
du

dx

)
= 1 − 2β2

g
, (3.111)

which determines the value ux at the kink center. It is easy to see that
Eq. (3.111) has no solution for antikink (ux > 0) for β > βcr =

√
g/2,

i.e. if α < αcr = −1/
√

2. In this case the separatrix corresponding to an
antikink (an extra hole) is discontinuous (i.e., ux → ∞). The latter means
that the exponential potential (3.97) cannot withstand the chain extension,
and the chain should break into two disconnected (semi-infinite) parts [221].
The analysis made by Milchev and Mazzucehelli [266] has shown that the
antikink’s effective width tends to zero as deff = d

√
1 − 2α2 when α → αcr.

The energy of the antikink-antikink repulsion, vkk̄(R) ∝ exp(−R/deff), also
vanishes for α < αcr. Thus, for large enough anharmonicity of the interatomic
potential, antikinks may come closely to each other creating a cluster of extra
holes in the chain, and this explains the effect of the chain “rupture”. Such
an effect may be observed in collisions of kinks and antikinks as well as in
kink interactions with inhomogeneities (such as interfaces) [267].

Of course, the continuum limit approximation used above breaks down
at α → αcr even in the case of g → ∞. The predicted “rupture” of the
atomic chain is an artifact caused by nonapplicability of the continuum limit
approximation; such a “rupture” indicates only that the effective width of
an antikink becomes smaller than the lattice spacing as, and the energy of
disorder of a regular chain of antikinks is rather small. The real rupture of
the chain is possible only for nonconvex interatomic potentials such as the
Morse potential (3.99) (see Chapter 5 below).

In the case when α ∼ αcr, the antikink’s parameters can be calculated
with the help of a weak-bond approximation [155, 165]. For α < αcr the
amplitude of the PN potential for the antikink tends to the value of the
substrate potential amplitude, εs = 2 (see Fig. 3.16), so that an antikink
cannot move freely along the chain and it is strongly pinned at a PN potential
well. Otherwise, a kink (a local contraction of the chain) propagates along
the anharmonic FK chain more freely than along the harmonic one, because
deff(σ = +1) > d and EPN (σ = +1) < E

(SG)
PN .

Apart the kinks and antikinks, an anharmonic chain supports the so-called
supersonic shock waves. To show this, let us neglect the substrate potential,
then the chain of atoms interacting via the exponential forces coincides with
the well-known Toda lattice [268]–[270]. The Toda soliton has the following
shape,
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un(t) = mas +
1
β

ln
[
1 + exp(−2κ)φn(t)

1 + φn(t)

]
, (3.112)

where
φn(t) = exp(zn/deff), zn = nas − vt. (3.113)

Soliton in the Toda lattice propagates with the velocity v > c, and it is char-
acterized by the effective width, deff = as/2κ, mass,m = 1/βdeff , momentum,
p = mv, and energy, εToda = 2V0 (sinhκ coshκ−κ). The parameter κ = κ(v)
used above is determined by the equation (sinhκ)/κ = v/c (recall that we
use the units where c = d = as

√
g ). The Toda soliton is a kink-like excita-

tion which carries a jump of the atomic displacements equal to ∆u = −mas
propagating along the chain. Such an excitation is dynamical and it cannot
be static similar to the topological kink of the FK model. However, one may
suppose that a Toda-like soliton can propagate in the FK chain for some
finite time. Owing to the periodic substrate potential, a travelling soliton
will lose its kinetic energy decreasing its velocity. When the value of v will
approach the sound speed c, the Toda soliton should decay into FK kinks
and radiation. The total number of the FK kinks may be estimated from the
viewpoint of topological constrains, nk = [m− 1/2], where [. . .] stands for an
integer part.

Indeed, the supersonic motion of topological solitons has been described
by Savin [271] for the φ4-model with anharmonic interatomic interaction.
Savin has found that for certain kink velocities, when the jump in the atomic
displacements ∆u matches exactly the width of the double-well potential,
∆u = −as, the supersonic kink moves almost without radiation of phonons.
This supersonic kink may be considered as n acoustic Boussinesq’s solitons
bounded together by the topological constrain due to the external substrate
potential, when the sum of their amplitudes exactly coincides with the width
of the barrier of the φ4 potential. The maximum number nmax of acoustic
solitons that can be coupled together in one kink, depends on the anhar-
monicity parameter of the interaction and increases with it, so that at low
anharmonicity there is only one (supersonic) kink velocity (nmax = 1), but
at larger anharmonicity the number of the allowed discrete values for the
velocity increases.

Later similar results were obtained by Zolotaryuk et al. [272] with the
help of the pseudo-spectral method (see Sect. 3.2.4) for the FK chain sub-
jected to the sinusoidal substrate potential, when the atoms interact via the
exponential potential (3.97). Again, it was found that the supersonic 2π-kink
has a hierarchy of states, n = 1, 2, . . . , nmax (each state corresponds to the
kink travelling with its own preferred velocity only), which may be consid-
ered as n acoustic Toda solitons bounded together, when the sum of their
amplitudes coincides with the period of the substrate potential as. More-
over, multiple supersonic 2Qπ-kinks with the topological charge Q > 1 were
also found, and they may exhibit a hierarchy of states as well. All these so-
lutions were found to be asymptotically unstable, i.e. if one modifies, e.g.,
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the distance between acoustic sub-solitons in the n-state of the kink, then
the kink on the oscillating background appears. However, starting from the
kink shape obtained by the pseudo-spectral method and then carrying out
molecular dynamics simulation, the authors showed that these kinks are dy-
namically stable. Finally, let us emphasis that all these solutions exist for
kinks (local compression of the chain) only.

It is interesting to note that for a special form of the interatomic potential,

Vint(x) =
g

2
(x− as)2

[
1 + γ (x− as)2

]
, (3.114)

where the anharmonicity parameter is of certain value, γ = 1/48, the motion
equation of the FK model in the continuum limit approximation has an exact
kink solution of the standard form,

uk(x, t) = 4 tan−1 exp
{

− (x− vt)
deff

}
, (3.115)

which can propagate with an arbitrary velocity v [273, 274]. The effective
width of the kink (3.115) is given by the formula

deff =
as√
6






[(v
c

)2
− 1

]
+

√[(v
c

)2
− 1

]2

+
1
3

(as
d

)2






−1/2

, (3.116)

so that in the limit |v| � c the kink’s width approaches the value given by the
standard SG model, deff = d

√
1 − (v/c)2, while in the case of the supersonic

motion, when |v| � c, the kink width is given by the expression deff ≈
asc/

√
12(v2 − c2), which looks like the corresponding width of a dynamical

Toda soliton.

3.5.2 Nonconvex Interatomic Potentials

In the sections above we have assumed that the interatomic interaction in
the chain is described by a convex function, i.e. V ′′

int(x) > 0 for all x > 0. The
opposite case of the concave potential, i.e. when V ′′

int(x) < 0, is less interesting
from the physical point of view because, according to the inequality

Vint(a−∆a) + Vint(a+∆a) − 2Vint(a) < 0, (3.117)

all the atoms will come together to one well of the substrate potential.
In the present section we will consider the nonconvex interatomic inter-

action potential which has an inflection point ai defined by the equation
V ′′

int(ai) = 0. The FK model with such a potential exhibits complicated prop-
erties and a rich nonlinear dynamics due to the existence of two competing
length scales, the period of the substrate potential, as = 2π, and the scale
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which is given by the inflection point ai at which the strength of the inter-
atomic bond reaches its maximum. For definiteness, let us suppose that the
potential Vint is convex beyond the inflection point, i.e. V ′′

int > 0 for x < ai,
and it is concave at larger distances similar to the Morse potential (3.99). The
opposite case is reduced to that mentioned if kinks are replaced by antikinks.

The nonconvex potential Vint(x) is obviously anharmonic. Thus, when
the anharmonicity is large enough, antikinks in the chain may lead to the
chain rupture. In contrast to the case of the exponential potential analyzed
above, now the rupture is a real breaking of the chain into two independent
semi-infinite chains, because of attractive interaction between antikinks [222].
More precisely, a coupling of antikinks can lead to a creation of a cluster which
consists of n antikinks and makes the system energy lower for n > ncr. The
critical size of the cluster, ncr, can be estimated from the inequality

Vint(ncras) + Vint(2as) ≥ Vint(ncras + as) + Vint(as), (3.118)

so that ncr ≈ ai/as. Thus, the chain’s rupture due to increasing of the number
of antikinks in the chain has the nucleation character similar to the first-order
phase transitions.

Another feature of the FK model with the nonconvex interatomic interac-
tion is the instability of the trivial ground state (GS). Looking at Eq. (3.117),
we may expect that the trivial GS becomes unstable provided ai < as when
V ′′

int(as) < 0. Indeed, it is easy to show that for V ′′
int(as) ≤ −1/4 the triv-

ial GS [see Fig. 3.17(a)] becomes unstable, and the chain will be dimerized
so that short and long bonds alternate as shown in Fig. 3.17(b) for the FK
chain with the Morse interatomic interaction [220, 275]. This phenomenon is
due to the fact that the average energy of one long and one short bonds is
smaller than the energy of a bond with an intermediate length. Decreasing
further the value V ′′

int(as), the ground state of the chain may be trimerized
for V ′′

int(as) ≤ −1/3 [Fig. 3.17(c)], tetramerized [Fig. 3.17(d)], pentamerized
[Fig. 3.17(e)], and so on. The simple linear analysis shows that for

V ′′
int(as) ≤ −1

2

[
1 − cos

(
2π
q

)]
, (3.119)

the trivial GS becomes unstable with respect to creation of a superstructure
with the period a = qas [Eq. (3.119) is valid for q > 2 only].

To find all GS configurations for the FK model with a nonconvex inter-
atomic interaction is a difficult problem because the system of stationary
equations, ∂U/∂un = 0 (where U is the total potential energy), has usually
many solutions, only one of them is the ground state while others corre-
spond to metastable and unstable configurations. Griffits and Chou [276]
proposed an algorithm focused directly on the GS and valid for arbitrary
potentials Vsub(x) and Vint(x). According to these authors, the GS of an in-
finite chain may be found as a solution of the functional eigenvalue equation
(u, u′ ∈ [−as/2,+as/2]),
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Fig. 3.17. Ground states of
the FK model with the Morse
interatomic potential (3.99):
(a) undistorted chain, (b)
dimerized GS, (c) trimerized
GS, (d) tetramerized GS, and
(e) pentamerized GS [220].

ε0 + Ṽ (u′) = Vsub(u′) + minu[Vint(u′ − u− as) + Ṽ (u)]. (3.120)

The function Ṽ (u) is called an effective potential [it has the same period
as the primary substrate potential, Ṽ (u + as) = Ṽ (u)] and the value ε0 is
the average energy per particle in the GS. It was shown [276, 277] that the
function Ṽ (u) always exists, and the corresponding value ε0 is unique to be
given by a solution of Eq. (3.120). One can construct the map

u = M(u′), (3.121)

obtained by looking for u which, at a given u′, minimizes the r.h.s. of Eq.
(3.120). The attraction point of this map, un+1 = M(un), generates the
corresponding GS configuration, xn = nas + un.

In order to get some physical interpretation of Eqs. (3.120) and (3.121),
let us consider a semi-infinite chain of atoms with the edge atom fixed at the
position u0 [278]. Suppose that we let the rest part of the chain to relax freely
reaching a minimum energy configuration corresponding to the boundary
condition. Then the value of the derivative, dṼ (u0)/du0, gives the value of
the force which should be applied to hold the edge atoms at the position at
u = u0. Then the location of the n-th atom is given by the function Mn(u0).

Usually the functional equation (3.120) is solved numerically by using a
grid of a hundred (or more) equally spaced points in an interval around the
point u = 0 and applying the r.h.s. of Eq. (3.120) to the functions defined
at these points. The sequence of the iterations Ṽ (n) is stopped when Ṽ (n+1)

and Ṽ (n) differ only by a constant ε0 within a chosen accuracy. Note that for
a hard-core interatomic potential, Eq. (3.120) has an analytic solution [279].
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As a typical example, let us consider, following to Marchand et al. [280],
the simplified FK model where the sinusoidal on-site potential, Vsub(x), is
replaced by a sequence of parabolas, (1− cosxn) → 1

2u
2
n. For the double-well

interatomic potential (3.100) with β = 1, a∗ = as + δ, and Vm = 1
2K, the

Hamiltonian of the model takes the form

H =
∑

n

[
1
2

(
dun
dt

)2

+
1
2
u2
n +

1
4K

(un+1 − un − δ)4 − 1
2K

(un+1 − un − δ)2
]
.

(3.122)

Fig. 3.18. (a) Effective poten-
tial Ṽ (u) and (b) associated map
un+1 = M(un) of the model
(3.122) with the double-well in-
teratomic potential for K = 0.5
and δ = 0.33. Also shown in (b)
are discontinuities (dotted lines),
the line un+1 = un, and the limit
cycle of the period q = 3 [280].

Figure 3.18 shows an example of the effective potential Ṽ (u) and the
associated map M(u) obtained for this model [280]. Note that Ṽ (u) is con-
tinuous but it has a discontinuous first derivative at the same point where
M is discontinuous. This corresponds to a situation when the ground state
is “pinned” to the substrate potential, whereas for incommensurate GS con-
figurations, when the chain of atoms can “slide” under zero force, one can
expect the functions Ṽ and M to be smooth.

Phase diagram obtained by Marchand et al. [280] for the model (3.122)
is shown in Fig. 3.19. The different GS configurations are marked by the
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ratio of two integers, p/q, where q characterizes the period of the modulated
structure, a = qas, and p is the number of long bonds per one elementary
cell, p =

∑q
1Θ(un+1 − un) (here Θ is the Heaviside function, Θ = +1 for

x ≥ 0, and Θ = 0 for x < 0). Numerical results suggest that the model
(3.122) exhibits a complete Devil’s staircase even through a rigorous proof of
this statement is not possible within the framework of the effective potential
algorithm. First, all the configurations are structurally stable. Second, the
phase characterized by a ratio ν = (p + r)/(q + s) is always found to be
between p/q and r/s phases for sufficiently small values of K. Hence, there
is an infinite number of phases between any two given phases (including the
incommensurate phases characterized by irrational values of ν).

Fig. 3.19. Phase diagram
for the model (3.122). The
numbers p/q indicates the
type and structure of
modulated phases. The
unlabelled regions contain
additional commensurate
phases. Inset shows the
tricritical point [280].

When the system parameters, i.e. δ or K in Eq. (3.122), are adiabat-
ically varying, the phase transitions between different phases should take
place. Numerical simulations [278, 280] show that the transition between the
homogeneous (1/1) and any modulated (p/q with q > 1) phases is usually
a continuous (second-order) phonon-driven transition, while transitions be-
tween the modulated ground states, such as 1

2 → 2
3 , 1

2 → 3
4 , 2

3 → 3
4 , etc., are

typically first-order transitions, and they take place via creation of kink-type
defects with subsequent nucleation of the defects.

It is worth to mention the work of Byrne and Miller [279] who consid-
ered the FK model with nonconvex Lennard-Jones and double-well inter-
atomic potentials, and the studies by Takeno and Homma [281] and Yokoi
et al. [282] where a sinusoidal interatomic potential was analyzed. Marianer
and Bishop [283] investigated the FK model for which, in addition to the
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double-well interparticle interaction with a∗ = as, the strain gradients are
taken into account via next-nearest neighbor interactions, so that the system
Hamiltonian is taken to be

H =
∑

n

[
1
2

(
dun
dt

)2

+ (1 − cosun) +
1
2
Vmβ

4(un+1 − un)4

−Vmβ2(un+1 − un)2 +
γ

2
(un+1 + un−1 − 2un)2

]
. (3.123)

The model (3.123) can be useful in describing twinning in martensite ma-
terials [284, 285]. To apply the effective potential method, Marianer and
Floria [278] transformed the Hamiltonian (3.123) into that with only nearest
neighbor interactions but with vector variables defined as vn ≡ {u2n, u2n+1}.
As a result, the effective potential Ṽ (vn) becomes two-dimensional. The cal-
culated phase diagram consists of various modulated commensurate and in-
commensurate GS structures.

Let us now briefly discuss an excitation spectrum of the modulated GS.
First, we should note that the GS with a complex elementary cell (i.e. q > 1)
may have more than one phonon branch. Second, the modulated GS with
the period a = qas is q-times degenerated because the shift of all atoms in
the chain on the distance which is integer multiplier of the substrate period,
∆x = jas, j = 1, . . . , q − 1, will transform a GS to a nonequivalent one.
Thus, the situation is quite similar to that which emerges in the case of a
multiple-well substrate potential (see Sect. 3.3.4 above). A standard 2π-kink
splits into q independent subkinks undergoing repulsive interactions. One of
those subkinks (in fact, the largest one) is a SG-like kink which describes a
configuration where the atoms occupy neighboring minima of the substrate
potential. The other (q−1) subkinks are confined to be in an elementary cell of
the substrate; sometimes they are called “interface kinks” or “domain walls”.
Note, however, that all types of subkinks are topologically stable. Of course,
the subkinks as well as their interactions should satisfy some topological
constrains.

It is clear that the dynamics of kinks for the modulated GS is much more
complicated than that of the original FK model. As a simplest example, let us
consider here the FK model with a double-well interatomic potential (3.100)
(with a∗ = as or δ = 0) following the paper by Marianer et al. [286]. As
can be seen from Fig. 3.19, the GS of the chain is dimerized if Vmβ2 > 1/8,
i.e. if V ′′

int(as) ≤ −1/4. This GS is two-times degenerated, and the first GS
describes the “short-long” spring length configuration with the atomic coor-
dinates xn = nas + un, un = (−1)nb, where b ≈ (1/2β)(1 − 1/8Vmβ2)1/2 for
β � 1. The second GS corresponds to the “long-short” length configuration
with un = (−1)n+1b. To consider a subkink (“interface”) which links these
two GSs, we introduce a dimensionless variable vn = (−1)nun/b and use the
continuum limit approximation, vn → v(x) and vn±1 → v±asvx, so that the
Hamiltonian is reduced to the form [286],
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H ≈ b2
∫
dx

as

{
1
2

(
∂v

∂t

)2

+
1
2
C(v)

(
∂v

∂x

)2

+A (v2 − 1)2
}
, (3.124)

where

A = 2
(
Vmβ

2 − 1
8

)
and C(v) = 2Vmβ2

[
1 − 3v2

(
1 − 1

8Vmβ2

)]
.

Hamiltonian (3.124) corresponds to the φ4-model with an effective spring
constant C(v) which depends on the variable v(x, t). A kink of the φ4-model
(3.124), v(x) ∝ tanh(x/deff), has an effective width

deff = b
√

2
(

1 − 12b2β2

1 − 1/8Vmβ2

)1/2

. (3.125)

The kink’s width becomes infinite at Vmβ2 → 1/8 (when the dimerized GS
disappears) and it vanishes when b → 1/2β

√
3, or for Vmβ2 → 1

8 + 1
16 = 3

16 .
The latter case is similar to the case of an antikink in the FK model with
exponential interatomic interaction when the nonlinearity parameter α is less
than the critical value αcr (see Sect. 3.5.1). Analogously to this, continuum
limit approximation breaks down and for Vmβ2 ≥ 3/16 the subkink becomes
pinned by the substrate potential.

General method to analyze the kinks excited on a modulated GS requires
straightforward but rather lengthy calculations. Therefore, we outline here
only the main idea of this approach not going into specific details. Atomic
coordinates are given by the relation

xn = nas +Xn + un, (3.126)

whereXn corresponds to the kink coordinate (for an “interface” we takeXn =
0) and un (|un| < as/2) describes the modulation of the GS. Displacements
un are expanded into a Fourier series,

un(t) = vn(t)eiQn + v∗
n(t)e

−iQn + h.h., (3.127)

h.h. stands for higher harmonics, with some wavenumber Q = 2πp/q (p and
q are integers) characterizing the modulated GS. (Note that if we restrict
ourselves only by the first harmonic terms in Eq. (3.127), the approximate
ground state may be infinitely degenerated for q > 2, and associated kinks
will not be topologically stable). Then the expressions (3.126) and (3.127)
are substituted into the Hamiltonian of the model, the periodic substrate
potential is changed to be

Vsub(xn) = 1 − cosun cosXn + sinun sinXn, (3.128)

and the functions cosun and sinun are expanded into Taylor series in small
un. The resulting Hamiltonian can be then considered in the continuum limit
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approximation in a straightforward way using, for example, the methods de-
scribed in details by Slot and Janssen [57, 287] for the frustrated φ4-model.
Namely, the variables Xn and vn are assumed to be slowly varying on the
scale of order of the lattice spacing as, the latter assumption allows us to use
the continuum limit expansions, nas → x, Sn → S(x, t), Sn±1 → S ± asSx,
where S ∼ O(1), Sx = ∂S/∂x ∼ O(ε), S2

x, Sxx ∼ O(ε2), etc., with ε � 1, and
Sn stands for Xn or vn. Substituting these expansions into the Hamiltonian,
neglecting fast varying terms, and making some transformations, we can de-
rive an approximate Hamiltonian which yields an effective motion equation
which has to be solved together with appropriate boundary conditions. How-
ever, the procedure described above is rather lengthy, so that direct numerical
simulations with a discrete FK model is usually more straightforward.

To conclude this section, we would like to mention that the FK model
with Morse or Lennard-Jones interatomic potentials has in fact three charac-
teristic lengths, as, ai, and a0. The additional spatial scale, a0, corresponds
to a minimum of the interaction potential. For the boundary conditions used
above (i.e. the chain’s ends are fixed at infinities) this fact does not change
the results provided a0 ≥ aFM , where the value aFM (aFM < as) intro-
duced by Frank and van der Merwe [31, 32] describes the situation when the
ground state of the chain with free ends contains kinks with a finite density.
For a0 < aFM the infinite chain (with fixed ends) will rupture into two semi-
infinite chains because this effect leads to a lower system energy in the case
when Vint(x) → 0 at x → ∞. However, such a rupture is not connected with
“extra” antikinks as in the case analyzed above.

3.5.3 Kac-Baker Interaction

Now we extend the classical FK model, assuming that not only nearest neigh-
boring atoms interact in the chain. We consider the interaction potential
Vint(x) which remains convex and falls fast enough for |x| → ∞ (e.g., as in
the case of exponentially decaying potential). In fact, the dynamics of the FK
model in this case is similar to that for the model when the nearest neighbors
interact only, but it is characterized by the renormalized coupling parameter,

g → geff =
∞∑

j=1

j2V ′′
int(jas). (3.129)

As an example, we take the exponential interaction (3.97), for which Eq. (3.129)
yields

geff = g
(1 + S)
(1 − S)3

, (3.130)

where g = V0β
2 is defined above, and

S = e−βas . (3.131)
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For the long-range interatomic potential, when βas � 1, from Eq. (3.130) it
follows

geff ≈ 2g
(βas)3

� g. (3.132)

For an exponential interatomic interaction the results mentioned above
may be simply proved with the help of the method firstly proposed by Sarker
and Krumhansl [288] (see also Refs. [165],[289]–[291]). Following this proce-
dure, we expand the interaction potential (3.97) into a Taylor series keeping
the cubic terms, for interaction of the nearest-neighbors, and quadratic terms,
for interaction of other atoms. In this case the interaction energy is

Hint =
1
2

∑

i �=j
Vint(xi−xj) ≈ A

6

∑

i

(ui−ui−1)3+J
(1 − S)

4S

∑

i �=j
S|i−j|(ui−uj)2,

(3.133)
where we have introduced the following notations, A = α(d/as)3, J =
(d/as)2/(1 − S), and the parameters d = as

√
g and α = −βas/d are de-

fined above. Thus, Eq. (3.133) describes a one-dimensional chain of atoms
interacting via a pair potential of the Kac-Baker form [292, 293]. The equa-
tions of motion which correspond to the Hamiltonian (3.133), is

d2ui
dt2

+ sinui +
1
2
A [(ui − ui−1)2 − (ui+1 − ui)2] + 2Jui = Li, (3.134)

where the auxiliary quantity

Li = J
(1 − S)
S

+∞∑

j=−∞(j �=0)

S|j|ui+j (3.135)

satisfies the following recurrence relation [288],
(
S +

1
S

)
Li = Li+1 + Li−1 + J

(1 − S)
S

(ui+1 + ui−1 − 2Sui), (3.136)

which allows to reduce Eqs. (3.134) to (3.136) to an effective problem which
includes only the interaction of the nearest-neighbor atoms.

In the continuum limit approximation, Eqs. (3.134) to (3.136) can be
presented in the form,

∂2u

∂t2
− d2

eff
∂2u

∂x2 + sinu− αd3 ∂u

∂x

∂2u

∂x2 =
a2
sS

(1 − S)2
f(u), (3.137)

where

f(u) =
∂4u

∂2x ∂t2
−
(
∂u

∂x

)2

sinu− ∂2u

∂x2 (1 − cosu), (3.138)

and
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d2
eff ≡ d2 (1 + S + S/J)

(1 − S)3
. (3.139)

Using the dimensionless coordinate, x → x/deff , we derive the equation

∂2u

∂t2
−
(

1 + αeff
∂u

∂x

)
∂2u

∂x2 + sinu = εf(u), (3.140)

where

αeff ≡ α

(
d

deff

)3

and ε =
S

S + J(1 + S)
. (3.141)

In the case d � as we have J � 1 and ε � 1; therefore, the perturbation
εf(u) in Eq. (3.140) can be neglected. Consequently, a long-range exponential
character of the atomic interaction, as compared with the considered-above
short-range interactions, results only in an effective renormalization of the
kink parameters, e.g. the kink’s width increases (d → deff > d), while its
nonlinearity parameter decreases (α → αeff < α). We would like to note also
that interaction between two kinks is always more extended than that for
the direct interaction of two extra atoms via the potential (3.97) because
d−1
eff ≈ β (βs/2g)1/2 � β for βas � 1 and g � 1.

When the interatomic interaction extends over the whole chain, β → 0
so that S → 1, the effective kink width increases indefinitely according to
Eq. (3.130). Thus, the Peierls-Nabarro barrier should vanish in this limit.
However, Mingaleev et al. [294] have shown that this is true in the case of J >
1/2 only. Using the technique of pseudo-differential operators (e.g., see Eqs.
(3.108)–(3.111) above in Sect. 3.5.1; in fact, this technique is equivalent to
Rosenau’s approach [7] described in detail in Sect. 1.1), Mingaleev et al. [294]
studied the model (3.133) for the A = 0 case, i.e. when the anharmonicity of
the interaction is ignored, and found the implicit analytical form of the kink
as well as its energy in the continuum limit approximation. They showed that
at small values of the parameter J , J < Jc ≡ S/(S+1), the kink becomes “S-
shaped” (multivalued), i.e. the slope of the kink shape at its center becomes
vertical at J = Jc and takes positive values at lower J . This indicates that
the continuum limit approximation breaks down at J ≤ Jc. Analogously to
the case of anharmonic interaction described above in Sect. 3.5, in this case
the kink width becomes smaller than the lattice constant [see Eq. (3.139)],
so that such a kink may be called as “intrinsically localized” one. The PN
barrier, however, remains finite even in the limit β → 0 if J < Jc. It is
interesting that if one ignores the nonphysical part of the S-kink and replace
it with a vertical slope, then the resulting form of the kink agrees well with
the shape obtained numerically for the discrete chain, provided β is small
enough. Indeed, in this case the kink is almost a point-like object and consist
of its tails only, which can be well described with the help of the continuum
limit approximation.

Another interesting effect found by Mingaleev et al. [294], is that the
long-range interatomic interaction strongly enhances the creation of kink’s
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shape modes (see Sect. 3.3.2) at small values of β. For example, while the
standard (β = ∞) FK model demonstrates the existence of only one shape
mode for a narrow interval of values of the parameter J around J ≈ 0.5,
the long-range interaction with, for example, the exponent β = 0.2π gives
seven internal localized modes, and their number grows indefinitely in the
limit α → 0. Finally, Mingaleev et al. [294] pointed out that due to break of
the Lorentz invariance in the model with nonharmonic interaction, the mov-
ing kink should radiate phonons with the wavevector proportional to kink’s
velocity even in the continuum limit approximation, when the discreteness
effects are ignored and the PN potential is absent.

At last, from Eqs. (3.137) to (3.139) it follows that the long-range charac-
ter of the interatomic interaction changes the dispersion relation for phonons.
Indeed, for the wave numbers |κ| � π, the dispersion relation can be obtained
in the following form,

ω2
ph(κ) =

ω2
min + geffκ

2

1 + S(1 − S)−2κ2 , (3.142)

where geff = (deff/as)2 and ωmin = 1. We would like to mention also that
the double SG model with the Kac-Baker interactions was considered by
Croitoru [290] with qualitatively similar conclusions.

3.5.4 Long-Range Interaction

The interaction potentials discussed up to now allow a reduction of the motion
equation in the continuum limit approximation to a SG-type equation with
local interaction. In contrast to that case, the motion equation for the FK
model with a power-law interatomic interaction,

Vint(x) = V0

(as
x

)n
, (3.143)

can be reduced to a nonlocal integro-differential SG equation [34, 165, 295].
To derive such an equation, let we use continuum limit approximation, j →
y = jas,

∑
j → ∫

dy/as, and change the variable, y → x = y + u(y), so that
approximately, dx = (1 + uy) dy ≈ (1 + ux) dy and dy ≈ (1 − ux) dx. Then
the interaction energy takes the form

Hint =
1
a2
s

∫∫
dxdx′ ∂u(x)

∂x

∂u(x′)
∂x′ Vint(x− x′). (3.144)

The result (3.144) has a simple physical meaning, since the value ρ(x) ≡
−ux(x)/as is the density of the atomic excess (with respect to the initial
commensurable structure). For a local potential of the atomic interactions,

Vint(x) = a δ(x) d2, (3.145)
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Eq. (3.144) takes the form of the standard SG equation. For the nonlocal
potential (3.143) the integral (3.144) diverges provided (x− x′) → 0, and, as
a result, one should make a cut of the integration interval at some distance
a∗ ≈ as [165]. Introducing dimensionless variables, we obtain the Hamiltonian
for a nonlocal SG model,

H = Hlocal +
A

2δ

∫
dx
∂u

∂x

∫ ∞

δ

dx′

(x′)n

[
∂u

∂x
(x+ x′) +

∂u

∂x
(x− x′)

]
, (3.146)

where δ = as/d, A = V0 δ
n+1/(2π)2. If the potential Vint(x) is short-

range, then, without the last term in Eq. (3.146), the expression for the
energy should take the form corresponding to the SG model, for which
d2 = a2

sV
′′
int(as) = V0n(n + 1). We use this relation to reduce the number

of independent parameters and express V0 of the potential (3.143) in terms
of the parameter d. As a result, we obtain A = V0δ

n−1/n(n + 1) and the
Hamiltonian (3.146) is a function of only two parameters, δ and n. The mo-
tion equation corresponding to the Hamiltonian (3.146) has the form

∂2u

∂t2
− ∂2u

∂x2 + V ′
sub(u) = A

∂

∂x

∫ ∞

δ

dx′

(x′)n
[ux(x+ x′) + ux(x− x′)], (3.147)

and it describes the dynamics of a chain with a nonlocal interaction.
From Eq. (3.147), one can see that the core structure of a kink (i.e. its

shape at |x − X| < d) is determined mainly by local terms of the motion
equation [295]. Therefore, “local” characteristics of a kink, such as its effective
mass or amplitude of the PN potential, will not differ significantly from those
calculated for the local FK model with the renormalized elastic constant
geff =

∑∞
j=1 V

′′
int(jas) = gSn+2, g = n(n + 1)V0/a

2
s, where Sm =

∑∞
j=1 j

−m

(e.g., S3 ≈ 1.202, S5 ≈ 1.037), and the anharmonicity of the interaction is
determined by the parameter

αeff = αS
−3/2
n+2 , α = −(n+ 2)/d. (3.148)

Indeed, the dependencies EPN (l) and m(l) (where l ≡ π
√
g) calculated by

Braun et al. [165] for the Coulomb (n = 1) and dipole-dipole (n = 3) atomic
interactions shown in Fig. 3.20 are qualitatively similar to those in Fig. 3.16
obtained for the local anharmonic interaction in the FK model. The differ-
ence between the parameters EPN and m for a kink and an antikink at the
same value of the parameter g for the dipole interaction, is much larger than
for the Coulomb interaction, which is accounted for by larger anharmonicity
of the dipole potential, according to Eq. (3.148). We note that the amplitude
of the PN potential for the FK model with the Coulomb interaction (n = 1)
at some particular values of the system parameters was calculated by Wang
and Pickett [296]. Braun et al. [165] have calculated also the kink’s param-
eters for the power-law FK model with nonsinusoidal substrate potential.
The dependencies (see Fig. 3.21) are similar to those for the local FK model
described in Sect. 3.3.2.
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Fig. 3.20. (a) The PN energy
EPN (l) and (b) effective mass m(l)
for a kink and antikink in the pres-
ence of the Coulomb and dipole in-
teratomic interaction. The param-
eter l = 1

2

√
V0n(n+ 1) for n = 1

or 3 is defined by the kink’s width
d. Dashed curves show analytical
asymptotics [165].

In spite of the fact that local characteristics of the kink are similar to
those for the classical FK model, asymptotics of the kink of Eq. (3.147),
which are determined by the last term, are very different from those of the
SG kink, and they are power-like [34, 295]. Indeed, linearizing Eq. (3.147)
near the asymptotic value u(∞) and integrating by parts, we obtain

|u(x) − u(∞)| ≈ 2πnA
ω2

min|x|n+1 , x → ±∞, (3.149)

where ω2
min = V ′′

sub(0). It is clear that for the power-law interatomic forces,
the interaction between kinks (i.e., between “extra” atoms or holes in the
chain) should also be power-like. This has been shown by Kosevich and Ko-
valev [34], for crowdions in a bulk of a crystal, by Gordon and Villain [297],
Lyuksyutov [298] and Talapov [299], for elastic interaction of atoms adsorbed
on a crystal surface, and by Haldane and Villain [300] and Pokrovsky and Vi-
rosztek [295], for dipole-dipole interaction of adatoms. To show this directly,
let us consider the chain with two kinks of topological charges σ1 and σ2,
respectively, which are separated by some distance x0. In the zero-order ap-
proximation, the solution of Eq. (3.147) can be presented as a superposition
of two SG kinks,
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Fig. 3.21. The PN energy EPN (l), where l =
√

3V0, for the dipole repulsion of
atoms in the case of the nonsinusoidal substrate potential (3.59) for s = −r =
±0.3. For comparison, dash-dotted curves show the kink characteristics for the
sinusoidal potential. Dashed lines show the results of the weak-bond approximation.
Regions of the normal and inverse PN relief are indicated by the letters N and I,
respectively [165].

u(x, t) = uSGk

(
x− 1

2
x0

)
+ uSGk

(
x+

1
2
x0

)
. (3.150)

Within the framework of the adiabatic perturbation theory [27] the change
of the relative coordinate x0 due to the kink interaction is given (for large
values of x0) by the following equation [165]

d2x0

dt2
= (2π)2nA

σ1σ2

xn+1
0

, (3.151)

which reduces the problem to a motion of an effective particle in the potential

V
(0)
int (x0) =

(2π)2Aσ1σ2

xn0
. (3.152)

It is interesting to note that after introducing again the dimensional variables
we find that the interaction law obtained above is nothing but the interaction
of two “extra” atoms (or holes) in the chain. Such a contribution to the
kink interaction is absent in the standard FK model where only nearest-
neighboring forces are taken into account, i.e. for the classical FK model we
always have V (0)

int ≡ 0. In the local FK model, however, the kink interaction
is caused by an overlapping of their tails, and such an overlapping gives the
interaction energy V (loc)

int (x) ∝ ux(x), which is proportional to the density of
the “excess” atoms. Of course, the same effect will give a contribution to the



96 3 Kinks

kink interaction energy for the power-law forces as well. However, in that case
this contribution is smaller in comparison with the main interaction described
by Eq. (3.152), i.e. V (loc)

int ∝ x−(n+2). Indeed, as follows from the numerical
simulations of Braun et al. [165], in the case of the dipole interaction the
result V (loc)

int (x) ∝ x−5 is in a good agreement with numerical data.
The phonon spectrum of the nonlocal FK model is described by the ex-

pression

ω2
ph(k) = ω2

min + 2g
∞∑

j=1

1 − cos(κj)
jn+2 , (3.153)

which is similar to the dispersion relation of a local FK model. However,
parameters of the breather excitations differ remarkably from those for the
local FK model as will be shown in Chapter 4.

Recently, the nonlocal SG equation of the form,

∂2u

∂t2
+ sinu =

∂

∂x

∫ +∞

−∞
dx′G(x− x′)

∂u

∂x′ (x
′, t), (3.154)

with the exponential kernel, G(x) = (2λ)−1 exp(−|x|/λ), or the McDonald
kernel, G(x) = (πλ)−1K0(|x|/λ), has been derived to describe nonlocal effects
in the electrodynamics of long Josephson junctions [301]. For this type of
nonlocal models, it has been shown that the nonlocal SG equation (3.154)
with the exponential interaction does not support any moving 2π-kinks, but
instead, it allows the moving 4π-, 6π-, etc. kinks. However, these complex
kinks can propagate only with certain velocities [183, 302].

3.5.5 Compacton Kinks

When the coupling in the FK chain is purely nonlinear and linear coupling
vanishes, the kinks can be localized on a finite interval being characterized by
the absence of the exponentially decaying tails, the effect due to solely non-
linear dispersion. Such a type of solitary waves with a compact support are
usually called compactons, they have been first discovered for a generalized
Korteweg-de Vries equation with purely nonlinear dispersion [303].

Kivshar [305] reported that intrinsic localized modes in purely anharmonic
lattices may exhibit compacton-like properties. Later, Dusuel et al. [30]
demonstrated that the same phenomenology can also appear in nonlinear
Klein-Gordon systems with anharmonic coupling, then obtained the exper-
imental evidence of the existence of a static compacton in a real physical
system, made up by identical pendulums connected by springs. Very re-
cently, dark compacton solutions have been found in a model of Frenkel
excitons [304].

To describe a kink on a compact support, we consider the anharmonic
interaction in the FK model written in the standard form,
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d2un
dt2

− [V ′
int(un+1 − un) − V ′

int(un−1 − un)] + V ′
sub(un) = 0, (3.155)

and assume that the inter-particle interaction energy takes the form,

Vint(un+1 − un) =
cl
2

(un+1 − un)2 +
cnl

4
(un+1 − un)4. (3.156)

Here, the parameters cl and cnl control the strength of the linear and nonlinear
couplings, respectively.

In the continuum limit, the corresponding equation takes the form,

∂2u

∂t2
−
[
cl + 3cnl

(
∂u

∂x

)2
]
∂2u

∂x2 − V ′
sub(u) = 0, (3.157)

where we neglected the higher-order derivative terms, assuming cnl(ux)2uxx �
cluxxxx. Looking for steady-state localized solutions of this equation propa-
gating with a velocity v, we find that the effective linear dispersion vanishes
in two cases, i.e. when (i) cl = 0 and v = 0, and (ii) cl �= 0 and v = ±√

cl,
which correspond to a kink with a compact support. In the case of the nor-
malized sinusoidal substrate potential, Vsub(u) = (1/2)[1+cos(πu)], the static
compacton kink can be found in an analytical form as a solution consisting
of four pieces,

uk(x) = ± 2
π

cos−1
{

cn2
[ π

2α1/4 (x− x0), k
]}

, (3.158)

when |x− x0| < 1, and u = ±1, otherwise. In Eq. (3.158) α = 3cnl, the signs
“+” and “−” correspond to the semi-axes x ≥ x0 and x ≤ x0, respectively,
and cn is a Jacobi elliptic function with the modulus k. The same solution
can be found for a compacton moving with the fixed velocity when cl �= 0.
Such a solution can be obtained from the static compacton by the change of
the variable, x → (x± √

cl t).
Solution (3.158) describes a topological compacton, a generalization of

the original concept suggested for the Korteweg-de Vries equation with non-
linear dispersion; its shape consists of two pieces of an elliptic function which
connect two straight lines, u = ±1. More importantly, the concept of the
kink compacton can be generalized to any type of the Klein-Gordon model
and the substrate potential Vsub(u), and exact analytical solutions can be
found as well. Dusuel et al. [30] presented the exact solutions for the φ4,
double quadratic, and SG models. Figure 3.22 shows two example of a kink
compacton for the φ4 and sinusoidal potentials, respectively.

Dusuel et al. [30] investigated numerical the stability of the kink com-
pactons to the propagation and noise. They found that the static compacton
kink is stable, whereas the compacton moving with the velocity v =

√
cl is

unstable. They also constructed a mechanical analog of a nonlinear chain with
a double-well potential, an experimental lattice of coupled pendulums. Ad-
justing the tension of a metallic stripe, Dusuel et al. [30] were able to make
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Fig. 3.22. Normalized compactons for two kinds of on-site potential: (a) φ4 po-
tential and (b) sinusoidal potential. For each potential the S-shaped wave form
represents the compact part which connects the two constant parts, shown by hor-
izontal dotted lines of the solution [30].

the linear coupling almost vanishing to observe a shape closely resembling
the form of a static compacton kink. As for a moving compacton formally ex-
isting in the model with both linear and nonlinear dispersion, it was found in
numerical simulations that it evolves into a conventional kink after emitting
some radiation.

Dinda et al. [306] analyzed the ability of a compacton-like kink to ex-
ecute a stable ballistic propagation in a discrete chain with an on-site φ4

potential and anharmonic coupling. They demonstrated that the effects of
lattice discreteness, and the presence of a linear coupling between lattice
sites, are detrimental to a stable ballistic propagation of the compacton, be-
cause of the particular structure of the small-oscillation frequency spectrum
of the compacton in which the lower-frequency internal modes enter in direct
resonance with phonon modes. These studies revealed the parameter regions
for obtaining a stable ballistic propagation of a compacton-like kink and the
character of interactions between compacton-like kinks. It comes out from
those simulations that collisions between the compacton and anti-compacton
kinks that travel at low incoming velocities always end in a long-lived bound
state, similar to the collisions of the φ4 kink and antikink. However, Dinda
et al. [306] found out that collisions between compactons never end in reflec-
tion for any incoming velocities, including the case when two compactons are
launched with different velocities, or the case of collisions of compactons of
different widths. Thus, all the translation energy of compactons is transferred
to their internal modes during the collision.



4 Breathers

In this chapter we present the properties of breathers in the FK model. First,
we discuss the breathers in a weakly discrete SG model where the discreteness
is treated as a small perturbation. One of the most remarkable features in
this case is associated with multi-soliton effects and fractal soliton scattering.
Then we discuss nonlinear modes localized at impurities—nonlinear impurity
modes. Last, we describe the case of very localized discrete modes — discrete
breathers.

4.1 Perturbed Sine-Gordon Breathers

Even a weak discreteness does not allow oscillating breathers to exist as
dynamical nonlinear modes of the chain; a weak discreteness acts as an ex-
ternal perturbation breaking the exact integrability of the SG model. As a
result, the breathers radiate linear waves and slowly decay. However, for the
chains with a strong coupling between particles, the breather dynamics can
be considered in the framework of the perturbed SG equation which takes
into account the discreteness effects. Then, the breather dynamics and the
corresponding lifetime depend of the input energy, and are different for the
breathers of small and large amplitudes [307]. As a matter of fact, in many
nonintegrable models breathers are long-lived nonlinear excitations which
play an important role in many physical processes such as the nonequilib-
rium dynamics of nonlinear systems [308], the energy transmission in the
forbidden gap of the spectrum [309], being precursors to strong first-order
structural phase transitions [310].

4.1.1 Large-Amplitude Breathers

For g <∼ 1, a low-frequency breather may survive as two separate kink and
antikink trapped in the corresponding wells of the PN potential. The effect
of discreteness of the breather dynamics and the calculation of the effective
PN potential can be found in a paper by Boesch and Peyrard [311]. We will
outline some essential ideas here, but the reader is referred to the original
work [311] for the calculational details.



100 4 Breathers

To describe a breather in a discrete chain, we use the ansatz based on the
exact breather solution of the SG model,

u(br)
n = 4 tan−1

{
sinh(kBZ)

cosh[kB(n−X)]

}
, (4.1)

where X is the center of the breather (here we use as = 1), which is treated
as an independent parameter, 2Z(t) represents the distance between two
subkinks (in fact, a kink and anti-kink) which form the breather, and in this
notation the breather’s frequency is defined as ωbr =

√
1 − k2

B . The ansatz
(4.1) is used to calculate the Hamiltonian of the FK chain [311] in terms of
the collective coordinates X, Z, and kB . It consists of two parts describing,
independently, internal and translational dynamics of the breather. If we
choose the initial breather profile (4.1) at the time t = 0 when the subkinks
are at their maximum separation, i.e. Z(t)|t=0 = Z0, this yields the initial
profile condition

tanh(kBZ0) = kB . (4.2)

Then, the breather’s total energy can be simplified keeping the first two
terms in the Fourier series [since the coefficients decay exponentially as
1/ sinh(π2/kB)], so that the total energy becomes

Ebr(Z0, X) = 16 kB

[
1 +

2π2/kB
sinh(π2/kB)

cos(2πZ0) cos(2πX)
]
. (4.3)

Fig. 4.1. Total energy of the breather vs. Z0 for (a) X = 0 and (b) X = 1/2. The
solid line corresponds to Eq. (4.3), the pluses mark the energies of a static chain
configuration, and the circle is a numerical result [311].

Equation (4.3) must be considered simultaneously with the condition (4.2)
which changes the value of kB for each Z0. Notice that for high-frequency
(i.e., small-amplitude) breathers when discreteness effects are small, kB → 0,
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we recover the well known continuum expression for the SG breather energy,
Ebr = 16 kB . For large-amplitude breathers, Eq. (4.1) reveals the existence of
two PN potentials, one for X and the other for Z0, and it defines the positions
where the initial breather profile will be trapped if started from rest.

Figure 4.1 shows the total breather energy calculated by different methods
for two values of the breather coordinate X. Solid line is a result found
from Eq. (4.3), and the symbols mark the energies calculated from numerical
simulations. Since Z0 is measured with respect to X, the panels (a) and (b)
in Fig. 4.1 each indicate that the minima of the PN wells are located at the
kinks’ positions between the particles.

Fig. 4.2. Energy lost by
a breather, ∆Ebr, as a
function of ω0/ωbr [312].

Using molecular-dynamics and Fourier-transform numerical techniques,
Boesch and Peyrard [311] demonstrated that a breather in the FK model
spontaneously makes remarkably sharp transitions from a short lifetime to
a long lifetime; this type of the breather dynamics can be explained by the
structure of radiation spectrum emitted by the breather, which differ by more
than four orders of magnitude on each side of the transition.

For a small degree of discreteness, phonon emission from a large-amplitude
discrete breather in the FK model was studied more recently by Dmitriev
et al. [312]. In contrast to the case of highly discrete system investigated
by Boesch and Peyrard [311], it was found that in the case g � 1 the reso-
nance between the breather’s oscillation and the phonons of the lower phonon
band edge (with the wavevector k = 0) takes place. In particular, Dmitriev
et al. [312] established numerically that in a weakly discrete FK model [i.e.,
for the lattice spacing 0.1 ≤ h ≤ 0.5, where h−1 =

√
g], the resonance be-

tween large-amplitude breather and phonons of the lower phonon band edge
takes place when (2m + 1)ωbr = ω0 with a positive integer m. Under this
condition the breather starts to emit comparatively large bursts of radiation
in the form of small-amplitude wave packets. The most prominent resonance



102 4 Breathers

takes place for m = 1. For a highly discrete system, the resonance effect does
not manifest itself, because the breather passes through the resonances very
quickly. Thus, the resonance effect is prominent for a moderate discreteness
and it is noticeable for a weak discreteness.

In Fig. 4.2, the variation of the energy ∆Ebr lost by breather in the l-
th half-period of oscillations as a function of ω0/ωbr is presented. One dot
corresponds to one half-oscillation of the breather or, in other words, to a
certain oscillation period l. As Fig. 4.2 suggests, the energy emitted in a
half-oscillation, on the average, sharply increases at (2m+ 1)ωbr = ω0. The
smaller the m, the sharper the increase, so the most prominent resonance
takes place when 3ωbr becomes equal to ω0.

4.1.2 Small-Amplitude Breathers

In the small-amplitude limit, when the breather width is much larger than
the lattice spacing, the effects of discreteness are almost negligible, and the
radiation-induced losses of the breather energy can be readily small. These
losses are usually exponentially small in the parameter defined as a ratio
between the lattice spacing and the breather’s width, and it is “beyond of
all order”. Neglecting radiation, we can find approximate periodic solutions
for the breathers by means of the multi-scale asymptotic expansion. The
rigorous procedure to find such high-frequency breather modes for general
models with arbitrary substrate potential was suggested by several authors
(see, e.g., Refs. [313]–[315], and references therein).

We look for a solution of the nonlinear equation in the limit of small
amplitudes using the asymptotic expansion,

ubr(x, t) = µΦ(x, t)eiΩt + c.c., (4.4)

where c.c. stands for complex conjugate and µ = (ω2
min − Ω2)1/2 is a small

parameter of the asymptotic procedure. Substituting Eq. (4.4) into the dis-
crete motion equation and expanding the substrate potential for small un,
V ′

sub(u) ≈ ω2
minu+ βu2 + β̃u3, we may derive an effective evolution equation

for the wave envelope Φ assuming that the latter is changing slowly on the
scales of order of the lattice spacing (see details, e.g., in Ref. [314]),

2iΦt −QΦzz +G |Φ|2Φ = 0, (4.5)

where the variable z is connected with a reference frame moving with the
breather, and the parameters Q and G are functions of the parameters of the
effective potential [314]. Equation (4.5) is the nonlinear Schrödinger (NLS)
equation and it has a localized soliton solution provided QG > 0, the latter
condition is that for the small-amplitude breathers to exist.

The effective NLS equation (4.5) describes a breather for any type of the
substrate potential. However, due to the presence of higher-order harmonics,
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only the SG model supports nonradiating breathers because the integrability
of the SG model implies a cancellation of this kind of higher-order effects. For
other type of the substrate potential, it has been rigorously shown that exact
breather solutions do not exist [316, 317] and a breather, being excited in a
chain, radiates slowly energy. This kind of long-lived radiation process has
been estimated for the breather of the SG model [311, 312] and φ4 model [318].

In more general cases, e.g. for the case of long-range interaction between
the particles in a chain, the asymptotic expansion results cannot be applied,
and some other techniques to describe the small-amplitude breathers should
be used (see, e.g., Ref. [165]). In this case the breather parameters differ
remarkably from those for the local FK model [319].

4.2 Breather Collisions

As was mentioned above, for g � 1 the FK model is described with a high
accuracy by the SG equation. However, this statement is not always valid for
many-soliton collisions which may become highly inelastic even for the case
of a weak discreteness.

Soliton collisions in a weakly perturbed SG equation were studied first the-
oretically by Kivshar and Malomed [27]. In the case of two-soliton collisions,
the discreteness leads to a break-up of a large-amplitude (i.e. low-frequency)
breather into a kink-antikink pair due to its collision with another kink or
breather, and also to a radiation-induced fusion of a kink-antikink pair into
a breather. Recently, Kevrekidis et al. [320] used the exact solution of the
SG equation describing an array of breathers, and studied the asymptotic
interaction between two breathers. They identified the exponential depen-
dence of the interaction on the breather separation as well as its power-law
dependence on the frequency.

More interesting effects are possible for many-soliton collisions. In partic-
ular, collisions of three kinks in a weakly perturbed SG equation were studied
theoretically by Kivshar and Malomed [27] who found that the radiationless
energy and momentum exchange between the colliding kinks is possible when
all kinks collide almost at one point.

More recently, many-particle effects in the soliton collisions have been
studied extensively both numerically and analytically [321]–[325] in a weakly
discrete FK model. As a result of these studies the possibility of comparatively
strong, radiationless energy exchange between kinks and breathers in the FK
model with a very weak degree of discreteness was demonstrated numerically
confirming the earlier theoretical predictions. In many cases, resonant energy
exchange between colliding solitons can be explained through the excitation
of soliton internal modes [326]. However, in the case of many-soliton collisions,
the energy exchange between colliding solitons can be noticeable, while the
role of the soliton internal mode is negligible [191], so that one should find
qualitatively different explanation.
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Fig. 4.3. Examples of the breather scattering in the FK model with g = 25 for
the initial velocities vB2 = −vB1 = 0.2, and the frequencies ωB1 = 0.1 and ωB2 =
0.8ωB1. The initial distance between the colliding breathers is (a) D0 = 20.0, (b)
D0 = 4.3, (c) D0 = 8.1, (d) D0 = 100.0, (e) D0 = 104.1, (f) D0 = 104.13, (g)
D0 = 104.26, (h) D0 = 104.285, and (i) D0 = 104.33 [324].

Many-particle effects become possible only if at least three solitons par-
ticipate in the interaction and collide almost at one point. For the case of
three kinks, the probability of this event is very small. However, if one of the
colliding solitons is a breather that consists of two coupled kinks which are
always near each other, inelastic collisions with a kink or another breather
become more typical.

To illustrate this, in Fig. 4.3 we show some typical results of a collision
between two breathers in a weakly discrete FK chain. The discreteness pa-
rameter is set to h = 0.2 (we recall that h−1 =

√
g), so that the perturbation
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due to discreteness is indeed very small. Nine panels in Fig. 4.3 correspond
to different values of the initial distance between the colliding breathers D0.
In the cases (a) and (d), the collisions are practically elastic, i.e., there is no
energy and momentum exchange between the colliding breathers. In all other
cases shown in Fig. 4.3, the breather collisions are inelastic. In the case (a), at
the moment of collision, the breathers oscillate nearly out of phase, and that
is why they repel each other. In the case (d), the colliding breathers oscillate
nearly in phase, but the collision remains elastic because it occurs without
involving the three- or four-kink interaction effects. In contrast, in the cases
(b) and (c), the three-kink effects can be seen and, in the cases (e–i), all four
subkinks participate in the collisions. As a possible result of the collisions, one
of the colliding breathers (or even both of them) can break-up into free kinks.
The break-up process takes place only for the breathers with sufficiently small
internal frequencies; otherwise, the inelasticity of collisions manifests itself in
the energy and momentum exchange between the breathers, as is shown for
the case (i). In all the cases, the radiation losses are very small or negligible.

4.2.1 Many-Soliton Effects

The origin of radiationless energy exchange between solitons in the weakly
discrete FK chain can be understood from the analysis of the unperturbed SG
equation. In this section we demonstrate that if the parameters of colliding
particles are properly chosen, then two different solutions of the SG equation
can be very close to each other at a particular time moment. Therefore, if a
very weak perturbation is added to the system, then one solution can be easily
transformed to another. This may explain the inelastic collision of breathers
in a nearly integrable system. Moreover, since this effect is predicted from the
analysis of the unperturbed SG equation, it does not depend on a particular
type of the perturbation.

Let us consider the kink-breather collision described by the three-soliton
solution of the SG equation of the form u = v + w, where the function v
describes a kink, v = 4 tan eB , with B = δk(x−xk−vkt). Here δ−1

k =
√

1 − v2
k

is the kink’s width, 0 ≤ vk < 1 is the kink’s velocity, and the parameter
xk defines the kink’s position at t = 0. The second part of the solution is
w = 4 tan[(ηX)/(ωY )] with

X = 2ω (sinhD − cosC sinhB) + 2δkδB (vk − vB) sinC coshB

Y = 2η (cosC + sinhD sinhB) − 2δkδB (1 − vkvB) coshD coshB,

where C = −ωδB [t − vB(x − xB)] + 2πm with an integer m, D = ηδB (x −
xB − vBt), δ−1

B =
√

1 − v2
B , 0 ≤ vB < 1 is the velocity of the breather,

η =
√

1 − ω2, the breather frequency ω (0 ≤ ω < 1) defines the amplitude of
the breather (or its rest energy), and xB defines the position of the breather
at the time t = 0.
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The coordinate and time of the point of the kink-breather collision are
defined as follows,

xc =
vkxB − vBxk
vk − vB

, tc =
xB − xk
vk − vB

. (4.6)

Let us consider two different solutions of this form, u and u∗, for which we
take the soliton velocities with the opposite signs, vk = −v∗

k and vB = −v∗
B ,

and the soliton positions at the time t = tc in the solution u∗

x∗
k =

xk(vk + vB) − 2vkxB
vB − vk

, x∗
B =

2vBxk − xB(vk + vB)
vB − vk

(4.7)

are chosen in such a way that xc = x∗
c and tc = t∗c . The magnitudes of all

other parameters in the solutions u and u∗ remain the same. One can see
that if

ω (xB − xk) = 2πmδB (vk − vB) , (4.8)

where m is an integer, then at the time t = tc we have u(x, tc) ≡ u∗(x, tc),
while for the derivatives we have ut(x, tc) = −u∗

t (x, tc). Under the additional
conditions vk → 0 and vB → 0, we have ut(x, tc) → 0 and u∗

t (x, tc) → 0 for
any x, or ut(x, tc) → u∗

t (x, tc) for any x.
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Thus, if those conditions are nearly fulfilled, then at a certain time, t = tc,
the two qualitatively different solutions, u and u∗, as well as their derivatives
with respect to time, ut, u∗

t , become close to each other. From the physi-
cal point of view, the condition (4.8) means that all three solitons meet at
one point. When this happens, the kink-breather collision become strongly
inelastic even in a weakly perturbed system. The condition (4.8) can also
be written through the breather wavelength λ = 2πδB |vB |/ω as xB/λ = m,
where m is integer.

Numerical results presented in Fig. 4.4 demonstrate the exceptionally high
sensitivity of the kink-breather collisions to a variation of the relative soliton
phase. In order to change the relative phase, the breather’s initial position
xB was varied while all other parameters were kept fixed: xk = 0, vk = 0
for the kink, and ω = 0.1, vB = −0.2 for the breather. Before the collision
with a breather, the kink was at rest, so that the change of kink’s velocity
after the collision, ∆Vk can be used as a measure of inelasticity of the kink-
breather interaction. The inelasticity of the kink-breather collision increases
in the vicinity of the point φ = 0 by three orders of magnitude.

4.2.2 Fractal Scattering

One of the most intriguing properties of soliton interactions in nonintegrable
models is the observation of the fractal nature of their scattering, first dis-
cussed for kink-antikink collisions in the φ4 model [200]. The main features
of fractal soliton scattering are usually explained by the excitation of the
soliton internal mode, which is an important property of solitary waves of
many nonintegrable soliton-bearing models [191], and the physics of fractal
soliton scattering can be understood as a resonant energy exchange between
the soliton translational motion and its internal mode [189, 195]. A similar
mechanism was revealed for the interaction of a kink with a localized impu-
rity [326].

Recently, Dmitriev et al. [324] described a different physical mechanism
of fractal soliton scattering in a weakly discrete FK model. In this case, the
role of the soliton internal mode is negligible [191], and the fractal structures
observed in soliton scattering should be explained by a qualitatively different
mechanism that can be understood as manifestations of multi-particle effects
in the soliton collisions, due to resonant coupling between the “atomic” and
“molecular” degrees of freedom of the colliding composite solitons.

In order to demonstrate this effect, we consider collisions of two breathers
in a weakly discrete FK model, when two weakly interacting breathers break
up into two separate breathers flying away. After breaking up, the two inde-
pendent breathers move in opposite directions. The absolute values of their
velocities are nearly equal because in a weakly discrete chain the momentum
conservation is nearly fulfilled and the breathers were taken to have nearly
the same energies. The breather velocity after splitting v∗

B is shown in Fig. 4.5
as a function of the initial distance between the colliding breathers D0.
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Fig. 4.5. Fractal structure (four scales are shown) of the breather collisions shown
as the function v∗

B(D0) [324].

The function v∗
B(D0) shows the property of self-similarity at different

scales usually associated with fractal scattering. Four levels of such similarity
are presented in Figs. 4.5(a)–(d), where each succeeding figure is shown for
the interval expanded from a smaller region marked by I in the preceding
one. The expansion coefficient is about 13.5 for each step. At each scale, the
function v∗

B(D0) looks like an alternation of smooth and chaotic domains.
However, at larger magnification, each chaotic domain again contains chaotic
regions and smooth peaks. Thus, the output velocity v∗

B(D0) is actually a set
of smooth peaks of different scales. In some regions, the width of the peaks
vanishes, so that the density of the peaks goes to infinity, while the height of
the peaks remains the same at each scale.
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The fractal structure of the function v∗
B(D0) proves the chaotic character

of breather scattering in a weakly discrete case. The fractal nature of breather
collisions can have a simple physical explanation. As was shown above, in
a weakly discrete (and, therefore, weakly perturbed) system the breathers
attract each other with a weak force. As can be seen from Fig. 4.5, the
chaotic regions appear where the extrapolation of the smooth peaks gives
nearly zero velocity v∗

B(D0). In these regions, the breathers gain a very small
velocity after interaction and subsequent splitting. With such a small initial
velocity, the breathers cannot overcome their mutual attraction and collide
again. In the second collision, due to momentum exchange, the breathers can
acquire an amount of kinetic energy sufficient to escape each other, but there
exists a finite probability of gaining kinetic energy below the escape limit. In
the latter case, the breathers will collide for a third time, and so on. Thus, a
series of collisions leads to a resonant energy exchange between the “atomic”
(kink’s translational) and “molecular” (relative oscillatory) breather degrees
of freedom, and to fractal scattering.

4.2.3 Soliton Cold Gas

As was described above, the kinks, breathers and phonons in the SG equation
are considered as a gas of free quasi-particles which do not interact in the
framework of the exactly integrable model. As a result, the total number of
the quasi-particles of each type is conserved. It is natural to assume that such
a picture will remain valid in the case of a weakly perturbed SG equation.
However, this conjecture is only valid in the absence of multi-particle effects
which, according to the results presented above, may lead to a completely
different behavior [325].

As an illustration of the importance of the multi-particle effects, we con-
sider the dynamics of the so-called “cold soliton gas” consisting of kinks and
antikinks which are initially at rest. Figure 4.6 shows the time evolution of
a gas of 800 kinks and antikinks (only a small part of the whole system is
shown) in the FK system with a weak discreteness h = 0.2 (so that g = 25).
Initial conditions were set with the help of a periodic solution of the SG
equation,

u(x, t) = 2 sin−1
{

dn
[
x− vt√
1 − v2

, κ

]}
, (4.9)

with two independent parameters, v and κ, in the limit when the velocity
vanishes, v = 0. The parameter κ defines a spatial period of the solution
(which is 16 in the example presented below).

When the solution period is sufficiently large, a pair of kinks on each
period of the solution (4.9) can be regarded either as a kink-antikink pair or
as a large-amplitude breather, where the subkinks inside the pair are coupled.
Due to the mutual attraction between the kinks of different polarity, the
periodic chain of alternating kinks and antikinks is unstable. Even without
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Fig. 4.6. Time evolution of a gas of 800 kinks of alternating polarity (only a small
part of the chain is shown) in a weakly discrete FK chain [327].

any perturbation (except discreteness), the kinks start to move after a time
t ∼ 300 as shown in the bottom part of Fig. 4.6. When kinks interact in pairs,
they collide practically elastically. However, many-soliton collisions become
more and more frequent and probability of the inelastic collisions gradually
increases.

In Fig. 4.7 we show the long-term evolution of the number of kinks,
breathers and, in order to identify the origin of the inelastic processes, the
frequency of the corresponding three-soliton states in the system. For t < 300,
before the onset of instability of the kink array, there are no breathers in the
system. For t > 300 the number of kink-antikink pairs decreases gradually,
and the number of breather and three-soliton states increases. This happens
due to two major mechanisms. The first mechanism is a fusion of a kink and
an antikink moving with a small relative velocity into a breather. The second
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Fig. 4.7. Number
of kinks, breathers
and three-soliton
states as functions
of time [327].

mechanism is the formation of breathers due to inelastic many-soliton colli-
sions. Indeed, when a breather collides with a kink or with another breather,
the probability of the three-kink collision is not small being proportional to
the breather density. Thus, the probability of inelastic collisions increases
with a growth of the number of breathers in the gas (see Fig. 4.7, where
the fraction of three-soliton states shows actually the number of the solitons
colliding inelastically).

From Fig. 4.7 one can also note that the total number of solitons calcu-
lated as Ntot = N1 + 2N2 + 3N3 + . . ., where Nn is the number of n-soliton
states, is conserved. However, the number of kinks and breathers themselves
is not conserved. Notice also that because the discreteness is very weak in
this example, the radiative losses are also very small (the estimates show that
at t = 20, 000 the relative losses to radiation are less that 0.5%).

4.3 Impurity Modes

Before analyzing discrete breathers, we introduce the concept of nonlinear
impurity modes as spatially localized modes supported by defects in the lat-
tice. In the low-amplitude limit, such modes are well known in the linear
theory of lattice vibrations, and they can also be found in nonlinear lattices.
Both linear and nonlinear impurity modes provide a link between the linear
theory of lattice vibrations and intrinsic localized modes (discrete breathers)
supported by nonlinearity in a perfect chain.

4.3.1 Structure and Stability

Localized modes supported by impurities (e.g., by point defects in crystals)
are well known in the theory of lattice vibrations (see, e.g., Ref. [214]). They
are also possible in many types of lattice models, including the FK chain. To
investigate such kind of localized modes in the framework of the linearized
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FK model, we consider small-amplitude oscillations of the atoms making the
expansion sinuj ≈ uj . Then, spatially localized modes of the linear lattice
at the impurity site can be found analytically with the help of the Green-
function technique [173, 214], and for the case of the linearized FK model
this analysis was carried out by Braun and Kivshar [49].

The Green function of the chain with impurities satisfies the Dyson equa-
tion, and a simple analysis of its solutions gives the conditions for the impu-
rity modes to exist [49]. As a result, the impurity-induced localized modes
become possible with the frequencies lying either above or below the phonon
frequency band defined as (ωmin, ωmax), where ωmin = 1 and ωmax =

√
1 + 4g

for the standard FK model. For example, in the case of an isotopic impurity
(i.e. a defect atom with a mass that differs from the mass of the lattice atoms)
first analyzed by Lifshitz [211], we should take ∆m �= 0 but ∆g = ∆ε = 0.
As a result, the localized impurity mode exists for ∆m > 0 (i.e. for a heavy-
mass defect) below the frequency band, 0 < ωl < ωmin, and for ∆m < 0
(i.e. a light-mass defect), above the frequency band, ωl > ωmax. The mode
frequency ωl is defined by the expression,

ω2
l =

(1 + 2g) ∓√
4g2 +∆m2(1 + 4g)

(1 −∆m2)
, (4.10)

where the sign ± defines the case ∆m > 0 or ∆m < 0, respectively.
The impurity-induced localized modes can be easily described in the non-

linear FK chain in the long-wavelength limit when the effective SG equation
becomes valid. In such a case, the solution for a nonlinear impurity mode can
be obtained as a breather mode captured by an impurity [49, 328, 329]. Anal-
ogously to the linear approximation discussed above, the nonlinear impurity
modes may exist with the frequencies lying either below or above the phonon
spectrum band. However, the shape of the nonlinear mode is modified by
nonlinearity giving rise several new features. In particular, the nonlinearity
itself may extend the condition for the nonlinear modes to exist (see, e.g.,
Refs. [49, 328]–[331]), however, the stability analysis shows that such non-
linear localized modes excited near local impurities are stable only in the
regions of existence of corresponding linear modes [49, 330].

As an example, let us consider the case when only ∆ε �= 0 so that the cor-
responding continuous version of the FK model is described by the perturbed
SG equation

utt − uzz + sinu = −ε1(z) sinu, (4.11)

where z = x/d, d = as
√
g, and ε1 = ∆ε/2

√
g. In the linear approxima-

tion, the impurity mode for Eq. (4.11) is given by the expression u =
A exp(ε|z|/2) cos(ωlt), where ωl =

√
1 − ε2/4, and such a mode exist only

provided ε < 0. To analyze the impurity mode in the nonlinear case, it is con-
venient to derive an effective envelope equation instead of Eq. (4.11) making
the transformation u = Ψeit + Ψ∗e−it (the asterisk stands for the complex
conjugation), where the envelope function Ψ is assumed to be slowly varying
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and small enough to consider the nonlinearity in the lowest order. Then, it
is possible to reduce the problem to the effective NLS equation

2iΨt − Ψzz − 1
2
|Ψ |2Ψ = 0 (4.12)

with the matching condition at z = 0

Ψz|0+ − Ψz|0− = ε1Ψ(0). (4.13)

Matching two soliton solutions of the NLS equation (4.12)–(4.13), we may
find the approximate solution for the nonlinear impurity mode,

u(z, t) = 4β
cos(Ωlt)

cosh[β(|z| + z0)]
, (4.14)

where the impurity mode frequency Ωl is determined by the relation Ωl =√
1 − β2/2 and, unlike the linear case, now it depends on the mode amplitude

β. The equation which follows from the matching condition (4.13) takes the
form

tanh(βz0) = − ε1
2β
, (4.15)

and it determines the structure of the nonlinear impurity mode which has
different shapes for different signs of ε1. For ε1 < 0, Eq. (4.15) yields z0 >
0, and the impurity mode has a shape similar to the harmonic case [see
Fig. 4.8(a)], and, moreover, for z0 → ∞ it recovers the linear case. In the case
of ε1 > 0, Eq. (4.15) leads to the solution with z0 < 0, and the impurity mode
has two maxima [see Fig. 4.8(b)]. The latter case shows that, in principle,
impurity localized mode may be supported by nonlinearity in the cases when
it is not possible in the linear limit. However, this new kind of localized
impurity modes does not give stable solutions [49, 330].

Analogously, we may find the impurity modes with the frequencies lying
above the cut-off frequency of the linear lattice ωmax, using again the approx-
imation of the slowly varying mode envelope. In this case we start from the
FK model looking for a solution which describes out-of-phase oscillations of
the atoms. The approximate solution is found to be [49]

uj = 4(−1)jβ
cos(Ωlt)

sinh[β(|z| + z0)]
, (4.16)

and it is shown in Fig. 4.9. The matching parameter z0 is determined by the
equation

coth(βz0) =
ε1
2β
, (4.17)

and the mode frequency,

Ωl = ωmax +
β2

2ωmax
, (4.18)
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Fig. 4.8. Profiles of a low-
frequency nonlinear mode for (a)
ε1 < 0 (stable), and (b) ε1 > 0
(unstable). The parameter z0 is
defined in Eq. (4.15).

lyes above the upper (cut-off) frequency of the spectrum. Such a mode exists
only for the case ε1 > 0.

Similar types of impurity modes can be found in other models. Wattis
et al. [332] analyzed a short section of a DNA chain with a defect, with
the aim of understanding how the frequency, amplitude, and localization of
breathing modes depend on the strength of the bonds between base pairs,
both along the chain and between the chains. The results show that the
presence of a defect in the chain permits the existence of a localized breather
mode. Parameter values for the interaction energy of a base with its nearest
neighbors were found to be in a good agreement with both the amplitude
and the number of base pairs affected by defect-induced breathing motion.

As has been mentioned above, one of the main problems for the nonlinear
impurity modes to exist is their stability. Although such impurity modes may
exist even for the conditions when the linear impurity modes are forbidden, in
most of the cases these new modes are in fact unstable. One of the simplest
ways to carry out the stability analysis for the nonlinear modes discussed
above is to introduce a small mismatch between two parts of the composed
solution (4.14). Then the small-amplitude oscillations around the stationary
solution are characterized by the frequency [49] ω̃2 = −3ε1(β + ε/2) which
clearly shows that the nonlinear mode is unstable for ε1 > 0, i.e. just for the
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condition when the linear problem does not have spatially localized solutions.
Thus, even supporting stationary localized solutions of a new form, nonlin-
earity itself does not extend the conditions for the impurity localized modes
to exist.

Fig. 4.9. Profile of a high-
frequency nonlinear impurity
mode for ε1 > 0. The param-
eter z0 is defined in Eq.
(4.17).

Stability of nonlinear impurity modes was discussed by Bogdan et al. [333]
for the case of the NLS equation. They employed the analysis similar to that
developed by Vakhitov and Kolokolov [334] for solitary waves of the gener-
alized NLS equation in a homogeneous medium and formulated the stability
in terms of the invariant

N(ωl) =
∫ ∞

−∞
|Ψ(x;ωl)|2dx.

As a result, they confirmed that the nonlinear mode for ε1 > 0 is unsta-
ble, the instability corresponds to the condition dN(ωl)/dωl < 0. Such an
instability manifests itself in an exponential growth of antisymmetric per-
turbations which shift the soliton to one side from the impurity mode that
finally repel the localized mode due to the repulsive effective interaction with
it, as consistent with the prediction based on an effective potential. More
general stability analysis for the impurity modes was developed by Sukho-
rukov et al. [335], who considered the nonlinear localized modes supported
by a nonlinear impurity in the generalized NLS equation and described three
types of nonlinear impurity modes, one- and two-hump symmetric localized
modes (as discussed above) and asymmetric localized modes (possible for a
nonlinear impurity). They derived a general analytical stability criterion for
the nonlinear localized modes and considered the case of a power-law non-
linearity in detail. Sukhorukov et al. [335] discussed also several scenarios
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of the instability-induced dynamics of the nonlinear impurity modes, includ-
ing the mode decay or switching to a new stable state, and collapse at the
impurity site.

In a discrete chain, the potential of the interaction between the localized
mode and an impurity is modified by an effective periodic Peierls-Nabarro
potential. Due to a complex structure of extremum points of a total effective
potential, the mode can be shifted from the impurity site, creating an asym-
metric nonlinear impurity mode. Such a kind of (high-frequency) nonlinear
impurity mode has been analyzed for a lattice without a substrate potential
but with nonlinear interatomic coupling [331, 336], and it has been shown
that it may exist even for a heavy-mass impurity (i.e. for ε1 > 0, see above).
Even being expected, such modes are not investigated yet for a lattice with
on-site potential.

Another very important problem related to the theory of nonlinear im-
purity modes is the radiative damping of the mode oscillations. For the
low-frequency impurity modes such an effective decay is usually power-
law [49, 307] while for the high-frequency nonlinear modes the mode lifetime
may be much shorter (see Ref. [49] and references therein).

4.3.2 Soliton Interactions with Impurities

In a general case, the kink-impurity interaction may be described by a simple
picture where a local inhomogeneity gives rise to an effective potential to the
kink (see Chap. 3 above). However, the model of a classical particle is valid
only in the case when the impurity does not support an impurity mode, a
local oscillating state at the impurity site. Such an impurity mode can be
excited due to the kink scattering and it may change the result for the kink
transmission. The importance of the impurity modes in the kink-impurity in-
teractions has been pointed out in the papers by Fraggis et al. [337], Kivshar
et al. [326], Zhang et al. [338]–[341], Malomed et al. [342], and Belova and
Kudryavtsev [343]. A comprehensive overview of different types of the kink-
impurity interactions can be found in a review paper [229].

An important effect revealed in numerical simulations [326] is that a kink
may be totally reflected by an attractive impurity due to a resonance energy
exchange between the kink translational mode and the impurity mode. This
resonant phenomenon is quite similar to the resonances observed in the kink-
antikink collisions in nonlinear Klein-Gordon equations [189, 195, 200, 201].

To demonstrate the origin of the resonant kink-impurity interactions, we
start from the SG model (3.83) which includes a local point-like impurity, i.e.
f(x) = δ(x). When the impurity is absent, the model (3.83) displays the kink
propagation without perturbations. In the presence of the δ-like impurity,
the potential (3.85) becomes U(X) = −2εsech2X, i.e. for ε > 0 the impurity
attracts the kink.

Kivshar et al. [326] (see also Zhang et al. [338]–[340]) have studied the
kink-impurity interactions for ε > 0 by numerical simulations. They found
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that there are three different regions of the initial kink velocity, namely, region
of pass, of capture, and of reflection; and a critical velocity vc (e.g., vc ≈
0.2678 for ε = 0.7) exists such that if the incoming velocity of the kink
is larger than vc, the kink will pass the impurity inelastically and escape
without change of the propagation direction, losing a part of its kinetic energy
through radiation and exciting an impurity mode. In this case, there is a
linear relationship between the squares of the kink initial velocity vi and its
final velocity vf : v2

f = α(v2
i − v2

c ), α ≈ 0.887 being constant. If the incoming
velocity of the kink is smaller than vc, the kink cannot escape to infinity from
the impurity after the first collision, hence it will stop at a certain distance
and return back (due to an attracting force acting on the kink from the
impurity site) to interact with the impurity again. For most of the velocities,
the kink will lose energy again in the second interaction, and finally it gets
trapped by the impurity. However, for some special incoming velocities, the
kink may escape to the direction opposite to the incident one after the second
collision, i.e., the kink may be totally reflected by the impurity. The reflection
is possible only if the kink initial velocity is taken from certain resonance
windows (see Fig. 4.10). By numerical simulation, Kivshar et al. [326] have
found a number of such windows. Using the idea of the resonant energy
exchange between the kink translational mode and the impurity mode, it is
possible to predict analytically the positions of the resonance windows [326]

v2
n ≈ v2

c − 11.0153
(n tim + 0.3)2

, n = 2, 3, . . . , (4.19)

where tim is the period of the impurity mode oscillation, and vc is the critical
velocity. This formula has been shown to provide a very good prediction (see
the corresponding data in the table presented by Kivshar et al. [326]).

In order to provide an explanation of the resonance structures observed
in the kink-impurity interactions, first we notice that the nonlinear system
(3.83) supports a localized mode. By linearizing Eq. (3.83) for small u, the
shape of the impurity mode can be found analytically to be

uim(x, t) = a(t) e−ε|x|/2, (4.20)

where a(t) = a0 cos(Ωt + θ0), Ω is the frequency of the impurity mode,
Ω =

√
1 − ε2/4, and θ0 is an initial phase. As a matter of fact, the impurity

mode (4.20) can be considered as a small-amplitude oscillating mode trapped
by the impurity, with energy Eim = Ω2a2

0/ε.
Now we may analyze the kink-impurity interactions through the collective-

coordinate method taking into account two dynamical variables, namely the
kink coordinate X(t) and the amplitude of the impurity mode oscillation a(t)
[see Eq. (4.20)]. Substituting the ansatz

u = uk + uim = 4 tan−1 e[x−X(t)] + a(t) e−ε|x|/2 (4.21)

into the Lagrangian of the system, and assuming that a and ε are small
enough so that the higher-order terms can be neglected, it is possible to
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Fig. 4.10. Final
kink velocity vf as a
function of the initial
kink velocity vi at
ε = 0.7. Zero final
velocity means that
the kink is captured
by the impurity [326].

derive the following (reduced) effective Lagrangian

Leff =
1
2
m

(
dX

dt

)2

+
1
ε

[(
da

dt

)2

−Ω2a2

]
− U(X) − aF (X), (4.22)

where U(X) is given above, and F (X) = −2ε tanhX sechX. The equations
of motion for the two dynamical variables become

m
d2X

dt2
+ U ′(X) + aF ′(X) = 0,

d2a

dt2
+Ω2a+

ε

2
F (X) = 0. (4.23)

The system (4.23) describes a particle (kink) with coordinate X(t) and ef-
fective mass m placed in an attractive potential U(X) (ε > 0), and “weakly”
coupled with a harmonic oscillator a(t) (the impurity mode). Here we say
“weakly” because the coupling term aF (X) is of order O(ε) and it falls off
exponentially. The system (4.23) is a generalization of the well-known equa-
tion, mkd

2X/dt2 = −U ′(X), describing the kink-impurity interactions in the
adiabatic approximation.

The dynamical system (4.23) can describe all features of the kink-impurity
interactions. First, it may be used to calculate the threshold velocity of kink
capture, which is given by the equation [339, 340],

vthr =
πε√

2
sinh[ΩZ(vthr)/2vthr]

cosh(Ωπ/2vthr)
, (4.24)

where Z(v) = cos−1[(2v2 − ε)/(2v2 + ε)]. Comparing the analytical results
with the direct numerical simulations of Eq. (3.83), Zhang et al. [338] found
that the perturbation theory is valid only for very small ε, (ε ≤ 0.05), while
formula (4.24) gives good estimations of vthr(ε) for ε over the region (0.2, 0.7).
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As was pointed out by Kivshar et al. [326] and Zhang et al. [339],
Eqs. (4.23) can be used as a qualitative model to explain the mechanism of
resonant energy exchange between a classical particle and an oscillator. The
resonant reflection of a particle by a potential well corresponds to the reflec-
tion of the kink by an attractive impurity. Therefore, the collective-coordinate
approach can give a qualitative explanation of the resonance effects in the
kink-impurity interactions. At the same time, the collective-coordinate model
(4.23) is conservative, so that it cannot explain the inelastic effects such as
the subsequent kink trapping by the impurity. Such effects can be explained
only by introducing other degrees of freedom of the system, for example, an
effective coupling to phonons or another subsystem [342].

It is important to note that similar resonance phenomena have been ob-
served in the kink-impurity interactions in the φ4 model [340, 343]. However,
the resonant structures in the φ4 kink-impurity interactions are more compli-
cated than in the SG model because the φ4 kink has an internal (shape) mode
which also can be considered as an effective oscillator. Zhang et al. [340] have
developed a collective-coordinate approach taking into account three dynam-
ical variables, and they have found that due to the joint effect of the impurity
and the kink internal mode oscillation, some resonance windows may disap-
pear.

The resonant interactions described above have been analyzed numeri-
cally and analytically for a single impurity, and we can say that the physical
mechanism of this effect has been well understood. It is clear that in the case
of several impurities the well-defined energy-exchange process will be more
difficult to observe (for the case of two impurities, see Zhang et al. [341]).
However, increasing the number of impurities, it is likely to expect that the
fine structure of resonances will be destroyed, especially for the case of a ran-
dom lattice. However, the possibility of exciting impurity modes during the
kink propagation will lead to an additional and, as we have seen for a single
impurity, an efficient source of the energy loss during the kink propagation.
So, a possible mechanism of the kink damping in disordered media is the
excitation of localized mode vibrations due to impurities but not radiation of
small-amplitude waves. This mechanism was mentioned in the earlier paper
by Tsurui [344] who discussed the soliton propagation in a nonlinear lattice
with isotopic disorder (see also the paper by Malomed [345] for the case of
the φ4 kink).

When a discrete breather (or nonlinear localized mode) interacts with an
impurity, the resonant effects similar to those described above can be ob-
served [216]. In particular, due to an overlapping of the breather and impu-
rity mode frequencies, a local change of only 5 − 10% of the particular mass
is already sufficient to trap the breather in a lattice. Forinash et al. [216]
also observed that the lattice discreteness enforce a stronger interaction be-
tween the localized breather mode and impurity mode, although they were
not able to describe this effect quantitatively within the collective coordinate
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Fig. 4.11. Evolution of the field u(x, t) for a breather with initial frequency ωbr =
0.4, velocity vbr = 0.35, and different initial phases, scattered by an attractive
impurity. The breather (a) passes the impurity for phase θ = π/2, (b) is reflected
for θ = 2π/15, (c) is trapped for θ = π/30, and (d) decays into a kink-antikink
pair for θ = π/15. In the latter case, the kink is trapped at the impurity and the
antikink moves forward [238].

approach because the form of a breather moving in a discrete lattice is not
known even numerically. A number of interesting effects was described by
Forinash et al. [216] for the case of the interaction of breather with an ex-
cited impurity. In particular, they noticed that the disorder associated with
impurities can act as a catalyst for nonlinear energy localization because it
can cause the fusion of two nonlinear excitations into a single larger one.

Later, Zhang [238] presented more detailed results on the breather-
impurity scattering in the SG model, and demonstrated how the outcome
of the scattering depends on the breather’s initial velocity, internal oscilla-
tion frequency, and phase. In particular, for an attractive impurity a breather
can either be trapped by the impurity, pass the impurity, be totally reflected,
or break into a kink-antikink pair. Some examples of such interactions are
presented in Fig. 4.11 (a–d), for the variation of the input phase of the in-
coming breather.

As was found by Zhang [238], for a repulsive impurity, a small-amplitude
breather behaves like a rigid particle, and the scattering result is mainly
determined by the breather’s initial velocity. In contrast, the scattering of a
large-amplitude breather depends on both the breather’s initial velocity and
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phase, and the breather can either pass the impurity or be reflected for a fixed
initial velocity but different phases, as shown in Fig. 4.11(a)–(d). Existence
of these complex and interesting phenomena is due to the interplay between
the breather’s internal and its translational degrees of freedom, which become
strongly coupled when the breather is near the impurity region.

Chen et al. [346] investigated experimentally the interactions between
the impurities and breathers in nonlinearly coupled pendulum chains subject
to vertical vibrations. This system is described by a driven FK model. The
experiments show that a defect pendulum attracts or repels the solitons in-
cluding breather and kink, supplying an evidence to numerical results. The
characteristic of the interactions, attraction or repulsion, is not only depen-
dent on the polarity of the impurities, but also on the driving frequency and
topology of the solitons. These observations testify to some perfect symme-
tries between long and short defects, breather and kink solitons in impurity-
soliton interactions. The intensity of the interaction is related to the defect
intensity and driving amplitude.

4.4 Discrete Breathers

4.4.1 General Remarks

In solid state physics, the phenomenon of localization is usually perceived as
arising from extrinsic disorder that breaks the discrete translational invari-
ance of the perfect crystal lattice. Familiar examples include the localized
vibrational modes around impurities in crystals [347] and Anderson localiza-
tion of electrons in disordered media [348]. The typical perception is that in
perfect lattices, free of extrinsic defects, phonons and electrons exist only in
extended, plane wave states. This firmly entrenched perception was severely
jolted in the late 1980’s by the discovery of the so-called intrinsic localized
modes, or discrete breathers as typical excitations in perfect but strongly
nonlinear, spatially extended discrete systems.

For an anharmonic lattice without on-site potential, such localized breather-
like states exist in a form of the so-called intrinsic localized modes [349, 350]
for which the energy is localized on a few sites only, due to nonlinear in-
teraction between the particles in the chain. Different properties of the in-
trinsic localized modes were discussed in a number of publications (see, e.g.,
Refs. [161],[351]–[370], and they were reviewed by Takeno et al. [351], Siev-
ers and Page [371], Kiselev et al. [372], and Flach and Willis [373]. An
important theoretical result was a rigorous mathematical proof of the ex-
istence of nonlinear localized modes [374] based on the analysis of a system
of weakly coupled nonlinear oscillators (in the so-called anticontinuous limit,
see Ref. [375, 376]).

The original model first studied for describing the discrete breathers is a
chain of particles with anharmonic interatomic interaction; it describes a one-
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dimensional lattice without a substrate potential in which each atom interacts
only with its nearest neighbors via a symmetric nonlinear potential [349, 350].
This model supports two types of localized modes (see Fig. 4.12 below). The
localized Sievers-Takeno (ST) mode has a symmetric pattern [350] with its
maximum amplitude localized at a lattice site, whereas the Page (P) mode has
the asymmetric pattern being localized between the neighboring sites [352].
Both these modes can propagate through the lattice [377, 378] but their
motion is strongly affected by the lattice discreteness, similar to the case
of the FK kinks described above. Adiabatic motion of the localized mode
can be also viewed as a sequential change between ST and P modes. Due
to the lattice discreteness, these two states have different energies [379], and
can viewed as two states of the same mode moving adiabatically trough an
effective PN periodic potential. In such a picture, the P-mode corresponds to
a minimum of the effective PN potential, whereas the ST-mode corresponds
to a maximum and it displays a dynamical instability.

Nonlinear localized mode are known to exist in the models where nonlin-
earity appears through an on-site substrate potential, similar to the simplest
type of the FK chain. The most typical model is the small-amplitude expan-
sion of the FK model with a quartic on-site potential, discussed by several
authors [161, 351, 357, 367, 380], where discrete breathers with the frequen-
cies below the minimum frequency of the linear spectrum were found.

The existence of an effective PN potential for moving localized mode, sim-
ilar to that for the FK kink, was demonstrated analytically and numerically
(see, e.g., Refs. [381, 382]). Additionally, the spectrum of a linear discrete
FK chain is limited from above by an upper cut-off frequency existing due to
discreteness, so that one naturally expects to find localized modes with the
frequencies above the cut-off frequency similar to the odd-parity ST modes
or even-parity P modes in a chain with anharmonic interatomic interactions.
The physically important problem related to these localized nonlinear modes
is to prove that they are long-lived excitations which can contribute to many
properties of nonlinear discrete systems.

4.4.2 Existence and Stability

The proof of existence of discrete breathers essentially requires two ingredi-
ents: (i) First, the system is truly nonlinear, i.e., the frequency of a mode
depends on its amplitude (or, equivalently, its action); (ii) Second, the sys-
tem is discrete so that the linear phonon spectrum exhibits gaps and does not
extend up to infinite frequencies. With these conditions, local modes may be
found with the frequency and its higher-order harmonics outside the linear
phonon spectrum. Then, it can be understood intuitively that since this local
mode cannot emit any radiation by linear phonons (at least to leading order),
the local mode energy remains constant. This local mode may persist over
very long time as a quasi-steady solution. Actually, a stronger result under
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Fig. 4.12. Linear spectrum ω(q) and the structure of four types of discrete
breathers (insets) in the chain with an on-site interaction. The arrows indicate
the exact breather frequencies for the two bottom and top structures, respectively.

these assumptions can be proved, i.e., the existence of exact solutions with
infinite lifetime [374, 375].

These arguments make clear why the exact breather solutions in the SG
model are non-generic. There are always breather harmonics in the linear
phonon spectrum which extends up to infinity, and the absence of linear ra-
diation can be viewed as a highly exceptional phenomenon. Although the
discrete NLS equation is discrete, it is also particular, since for ensuring the
existence of an exact solution it suffices that the fundamental frequency of
the discrete breather (there are no harmonics) does not belong to the linear
phonon spectrum. The same arguments also suggest that the existence of
quasi-periodic discrete breathers in Hamiltonian systems with extended lin-
ear phonons, is also non-generic. The reason is that the time Fourier spectrum
of such a solution is dense on the real axis and necessarily overlaps with the
linear phonon bands. As a result, it should radiate energy by phonon emis-
sion till the solution either becomes time-periodic or vanishes. The initial
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method by MacKay and Aubry [374] for proving the existence of discrete
breathers works close enough to a limit called anticontinuous, where the sys-
tem decouples into an array of uncoupled anharmonic oscillators and where
the existence of local modes is trivial. Then, the implicit function theorem
can be used for proving that this exact solution persists when the anharmonic
oscillators are coupled. There are several ways for determining an anticontin-
uous limit for a given model. These models can be classified in two classes.
The first class involves only optical modes with a phonon gap. The second
class, which is more realistic for real materials, involves acoustic phonons.

As an example of the first class, we consider a general form of the Klein-
Gordon chain

d2un
dt2

− g (un+1 + un−1 − 2un) + V ′
sub(un) = 0, (4.25)

where the atoms with scalar coordinate un and unit mass are submitted to
an on-site potential Vsub(u) with zero minimum at u = 0 and are elastically
coupled to their nearest neighbors with coupling constant g.

This local potential expands for small u as Vsub(u) = 1
2u

2 + . . ., and

the linear phonon frequency at wave vector q is ω(q) =
√

1 + 4g sin2(q/2)
which yields that the phonon spectrum occupies the interval [1,

√
1 + 4g]

and exhibits a gap [0, 1], where we assume the normalized gap frequency
ω0 = 1. An anticontinuous limit is obtained for this model at g = 0, when
the anharmonic oscillators are uncoupled. Then, the motion of each oscillator
is periodic and its frequency ω(I) depends on its amplitude or equivalently
on its action I [which is the area of the closed loop in the phase space (u, u̇)].
Thus, we generally have dω(I)/dI �= 0.

There are trivial breather solutions at the anticontinuous limit corre-
sponding, for example, to a single oscillator oscillating at frequency ωbr while
the other oscillators are immobile. Weak coupling between the neighboring
particles leads to the mode extension over a few sites (see Fig. 4.12). De-
pending on its sign, the nonlinearity may support spatially localized time-
periodic states (breathers) with frequencies outside the spectrum of linear
oscillations, as shown in Fig. 4.12 for the case of the φ4-model with the po-
tential Vsub(u) = − 1

2u
2 + 1

4u
4, where the gap frequency is ω0 =

√
2. Imagine

setting up a discrete breather just below in the gap, ωbr <
√

2. This can
be achieved, for instance, by setting just one of the nonlinear oscillators in
motion at a fairly small amplitude, so its frequency is just smaller than the
smallest allowed linear frequency. Then, if the coupling between the sites is
weak enough, not only will the fundamental frequency ωbr of this mode be
below the gap but also all harmonics of ωbr will be above the gap. Hence,
there is no possibility of a (linear) coupling to the extended modes, even in
the limit of an infinite system when the spectrum ω(q) becomes dense. This
means that the breather cannot decay by emitting linear waves (phonons)
and is hence (linearly) stable.
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In the case when nωbr �= 1 for any integer n, i.e., the breather frequency
and its harmonics are not equal to the degenerate phonon frequency ω(q) at
q = 0, the implicit function theorem can be used for proving, in a rigorous
mathematical sense, that this solution persists up to some non-zero coupling g
as a breather solution at frequency ωbr [374]. More generally, even in complex
models with an anticontinous limit, the existence of discrete breathers can
be easily proven not too far from this limit [383]–[385].

However, models of the second class with acoustic phonons create prob-
lems because the phonon spectrum contains the frequency ω(q) = 0. Then,
nωbr always belongs to this phonon spectrum for n = 0. However, it was
shown by Aubry [386] that in molecular crystal models with harmonic acous-
tic phonons and non-vanishing sound velocity, the resonant coupling between
the breather harmonics at n = 0 and the acoustic phonons becomes harmless
and that the breather persists in the coupled system.

4.4.3 The Discrete NLS Equation

Discrete Model

In spite of the fact that the discrete nonlinear Schrödinger (NLS) equation
does not describe all the properties of the discrete breathers in nonlinear
lattices with on-site potentials, it serves as a fundamental model that has
many applications and allow to study many of the fundamental problems
associated with the dynamics of discrete breathers.

To derive the discrete model, we consider the dynamics of a one-dimensional
FK chain with an on-site potential of a general shape. Taking into account
relatively small amplitudes of the modes, we expand the substrate poten-
tial keeping lower-order nonlinear terms. For the standard FK model, the
coefficient α in front of the cubic term vanishes due to the symmetry of the
potential, but the case considered below is more general (and it allows to
treat, for example, the situation of a small dc field applied to the FK chain).
Denoting by un(t) the displacement of the n-th particle, its equation of mo-
tion is

d2un
dt2

− g (un+1 + un−1 − 2un) + ω2
0un + αu2

n + βu3
n = 0, (4.26)

where g is the coupling constant, ω0 is the frequency of small-amplitude
on-site vibrations in the substrate potential, α and β are the anharmonicity
parameters of the potential. Linear waves of the frequency ω and wavenumber
k are described by the dispersion relation

ω2 = ω2
0 + 4g sin2

(
kas
2

)
, (4.27)

as being the lattice spacing. As shown by Eq. (4.27), the linear spectrum has
a gap ω0 and it is limited by the cut-off frequency ωmax = (ω2

0 + 4g)1/2 due
to discreteness.
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Analyzing slow temporal variations of the wave envelope, we will try to
keep the discreteness of the primary model completely . In fact, this is possible
only under the condition ω2

0 � g, i.e. when a coupling force between the
neighboring particles is weak. Looking for a solution in the form

un = φn + ψne
−iω0t + ψ∗

ne
iω0t + ξne

−2iω0t + ξ∗
ne

2iω0t + . . . , (4.28)

we assume the following relations (similar to the continuum case, see, e.g.,
Ref. [314]): φn ∼ ε2, ξn ∼ ε2, ψn ∼ ε, and also the following relations between
the model parameters, g ∼ ε2, ω2

0 , α, β ∼ 1, (d/dt) ∼ ε2. It is clear that this
choice of the parameters corresponds to large values of ω2

0 (we may simply
divide all the terms by the frequency gap value).

Substituting Eq. (4.28) into Eq. (4.26) and keeping only the lowest order
terms in ε, we obtain the equation for ψn,

2iω0
dψn
dt

+g (ψn+1+ψn−1−2ψn)−2α (φnψn+ψ∗
nξn)−3β |ψn|2ψn = 0, (4.29)

and two algebraic relations for φn and ξn,

φn ≈ −2α
ω2

0
|ψn|2, ξn ≈ α

3ω2
0
ψ2
n. (4.30)

The results (4.29) and (4.30) are generalizations of the well known ones for
the continuum case [314]. Thus, the final discrete NLS (or DNLS) equation
stands,

i
dψn
dt

+K(ψn+1 + ψn−1 − 2ψn) + λ|ψn|2ψn = 0, (4.31)

where K = g/2ω0, λ = [(10α2/3ω2
0) − 3β]/2ω0. Equation (4.31) is used be-

low to analyze different types of localized modes in the FK chain. In fact,
the discrete NLS equation (4.31), also known as the discrete self-trapping
equation [387, 388], is rather known to have numerous physical applications,
and it describes the self-trapping phenomenon in a variety of coupled-field
theories, from the self-trapping of vibron modes in natural and synthetic
biomolecules [387, 389] to the dynamics of a linear array of vortices, being a
special limit of the discrete Ginzburg-Landau equation [390]. A generalized
version of the discrete NLS equation with an arbitrary degree of the nonlin-
earity has also been considered to study the influence of the nonlinearity on
the structure and stability of localized modes (see, e.g., Refs. [391]–[395]).
We would like to point out ones more that in the present context Eq. (4.31)
emerges as an approximate equation under the assumption of slow (temporal)
variation of the envelopes as well as the neglecting of higher-order harmonics,
and the latter means that we assume the gap frequency ω0 large with respect
to the other frequencies in the system, i.e. ω2

0 � 4g, and ω2
0 � αu0, βu

2
0,

where u0 is the wave amplitude. The former inequality is valid in a weakly
dispersive system where ω0 is close to ωmax, while the latter one means that
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the nonlinearity of the substrate potential is not large. These are usual condi-
tions to get the NLS equation. In the lattice, however, the condition ω2

0 � 4g
means also that discreteness effects are considered strong pointing out the
interest to the discrete modes localized on a few particles.

Modulational Instability

The discrete NLS equation (4.31) allows to analyze modulational instability of
the constant-amplitude modes. As is well known, nonlinear physical systems
may exhibit an instability that leads to a self-induced modulation of the
steady state as a result of an interplay between nonlinear and dispersive
effects. This phenomenon, referred to as modulational instability, has been
studied in continuum models (see, e.g., Refs. [396]–[399] as well as in discrete
models [400]. As has been pointed out, modulational instability is responsible
for energy localization and formation of localized pulses.

For the DNLS equation (4.31), derived in the single-frequency approxima-
tion, modulational instability in the lattice can be easily analyzed. Equation
(4.31) has the exact continuous wave solution

ψn(t) = ψ0 e
iθn with θn = kasn− ωt, (4.32)

where the frequency ω obeys the nonlinear dispersion relation

ω = 4K sin2
(
kas
2

)
− λψ2

0 . (4.33)

The linear stability of the wave (4.32), (4.33) can be investigated by looking
for the perturbed solution of the form ψn(t) = (ψ0 + bn) exp(iθn + iχn),
where bn = bn(t) and χn = χn(t) are assumed to be small in comparison
with the parameters of the carrier wave. In the linear approximation two
coupled equations for these functions yield the dispersion relation

[Ω − 2K sin(Qas) sin(kas)]2 =
4K sin2(Qas/2) cos(kas)

[
4K sin2(Qas/2) cos(kas) − 2λψ2

0
]

(4.34)

for the wavenumber Q and frequency Ω of the linear modulation waves. In
the long wavelength limit, when Qas � 1 and kas � 1, Eq. (4.34) reduces
to the usual expression obtained for the continuous NLS equation [397].

Equation (4.34) determines the condition for the stability of a plane wave
with the wave-number k in the lattice. Contrary to what would be found in
the continuum limit, now the stability depends on k. An instability region
appears only if [400]

λ cos(kas) > 0. (4.35)

For positive λ and a given k, i.e. k < π/2as, a plane wave will be unstable to
modulations in all this region provided ψ2

0 > 2K/λ. The stability of the plane
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wave solutions to modulations of the wave parameters allows to conclude on
possible types of nonlinear localized modes which may exist in the chain.

Modulational instability was shown to be an effective mean to generate
localized modes in discrete lattices, because the lattice discreteness modi-
fies drastically the stability condition. Daumont et al. [401] have analyzed,
following the technique suggested by Kivshar and Peyrard [400], the modu-
lational instability of a linear wave in the presence of noise in a lattice with
cubic and quintic on-site potential, and they have demonstrated that the
modulational instability is the first step towards energy localization (see also
Ref. [402] for the case of the deformable discrete NLS model).

Spatially Localized Modes

As has been mentioned above, one of the main effects of modulational insta-
bility is the creation of localized pulses (see, e.g., Ref. [403]). In the present
case, this means that for λ > 0 the region of small k is unstable and, there-
fore, the nonlinearity can lead to a generation of localized modes below the
smallest frequency of the nonlinear spectrum band (4.33). Such a localized
mode can be found in an explicit form from the DNLS equation (4.31) fol-
lowing the method by Page [352]. Looking for the stationary solutions of Eq.
(4.31) in the form ψn(t) = Afne

−iωt, we obtain a set of coupled algebraic
equations for the real functions fn,

ωfn +K(fn+1 + fn−1 − 2fn) + λA2f3
n = 0. (4.36)

We seek now two kinds of strongly localized solutions of Eq. (4.36), which
are centered at and between the particle sites. First, let us assume that the
mode is centered at the site n = 0 and take f0 = 1, f−n = fn, |fn| � f1
for |n| > 1. Simple calculations yield the pattern of the so-called “A-modes”
(left low mode in Fig. 4.12),

ψ(A)
n (t) = A (. . . , 0, ξ1, 1, ξ1, 0, . . .) e−iωt, (4.37)

where the parameter ξ1 = K/λA2 is assumed to be small (i.e., terms of order
of ξ21 are neglected). The frequency ω in Eq. (4.37) is ω = −λA2, and it
indeed lies below the lowest band frequency.

The second type of the localized modes, the “B-modes”, may be found
assuming that the mode oscillation is centered symmetrically between two
neighboring particles (right low mode in Fig. 4.12),

ψ(B)
n (t) = B (. . . , 0, ξ2, 1, 1, ξ2, 0, . . .) e−iωt, (4.38)

where the values ω and ξ2 are defined as ξ2 = K/λB2 and ω = −λB2.
The calculation of an effective PN potential for the localized mode is much

more difficult task than that for the kinks, because the localized modes pos-
sess more parameters and the PN potential cannot be defined rigorously [404].
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However, the existence of a kind of PN potential affecting the motion of a
nonlinear localized mode through the lattice can be easily demonstrated.
First, following the paper by Kivshar and Campbell [381], we can imagine a
localized wave of a fixed shape being translated rigidly through the lattice.
Then, it is clear that when the peak is centered on a lattice site, the symme-
try is of the “A” form, whereas when the peak is centered halfway between
the sites, the symmetry is of the “B” form. This observation motivates a
comparison between the energies of these two modes provided, for the case of
the NLS equation, the integral of motion N =

∑
n |ψn|2 is conserved. Such

a comparison of the integrals N calculated for A- and B-modes gives the
relations between the amplitudes A and B in the lowest order in the small
parameter ξ1 and ξ2, A2 = 2B2. With this condition on A and B, we can
interpret now the two modes as stationary states of the same localized mode,
calculating a difference in the energy between these two stationary states,
∆EAB = EA − EB = − 1

2λA
4 + λB4 = − 1

4λA
4.

From this simple estimate, it follows an important conclusion that there
exists an effective energy barrier (the height of the effective PN potential)
between these two stationary states of the discrete NLS equation, also mean-
ing that any translation of the nonlinear localized modes through the lattice
will be affected by a periodic energy relief. In particular, a localized mode
may be captured by the potential (i.e. trapped by the lattice discreteness).
A simple way to observe this effect is “to push” the localized mode to move
through the lattice by variation of the mode initial phase [405]. The B-mode,
corresponding to a maximum of the potential, starts to move almost imme-
diately, whereas it is clear that a certain energy barrier must be overcome
to move through the lattice [405]. This is an indirect manifestation of the
effective barrier due to the lattice discreteness, in spite of the fact it cannot
be defined in a rigorous way.

Importantly, the analysis presented above is somewhat related to the sta-
bility properties of the nonlinear localized modes: the stationary localized
mode corresponding to a local maximum of the PN potential should dis-
play an instability whereas the mode corresponding to a minimum should
be stable. This qualitative observation is in an agreement with the work by
Sandusky et al. [360] who have shown numerically and analytically (using
other arguments and not referring to the PN potential) that for the case of
interatomic quartic anharmonicity the ST localized mode (left upper mode in
Fig. 4.12) is in fact unstable, but the P mode (right upper mode in Fig. 4.12)
is extremely stable.

A simple way to calculate the shape of the PN potential in the case of
the NLS equation is to use the integrable version of the lattice equation,
i.e. the Ablowitz-Ladik (AL) model [406], and to take the difference between
these two models as a perturbation (see also Refs. [234, 382, 407], where
the perturbed AL chain has been considered as a novel physically important
model). To do so, we present the primary discrete NLS equation (4.31) in the
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form

i
dψn
dt

+K(ψn+1 + ψn−1 − 2ψn) +
1
2
λ(ψn+1 + ψn−1)|ψn|2 = R(ψn) , (4.39)

where
R(ψn) =

1
2
λ | ψn |2 (ψn+1 + ψn−1 − 2ψn) . (4.40)

We start from the exact solution of the AL model (Ablowitz and Ladik, 1976)
for the unperturbed case (R = 0) which we present in the form

ψn(t) =
sinhµ exp [iν(n− x0) + iα]

cosh [µ(n− x0)]
, (4.41)

where dµ/dt = 0, dν/dt = 0, dx0/dt = (2/µ) sinhµ sin ν, and dα/dt =
2[coshµ cos ν − 1]. In Eq. (4.41) and the subsequent calculations related to
Eqs. (4.39), (4.40) we use the normalized variables, t → t/K and |ψn|2 →
(2K/λ)|ψn|2.

Considering now the right-hand-side of Eq. (4.39) as a perturbation (that
is certainly valid for not too strongly localized modes), we may use the per-
turbation theory based on the inverse scattering transform [27]. For the case
of the AL model, the corresponding version of the soliton perturbation theory
was elaborated by Vakhnenko and Gaididei [408]. According to this approach,
the parameters of the localized solution (4.41), i.e. µ, ν, α and x0, are assumed
to be slowly varying in time. The equations describing their evolution in the
presence of perturbations were obtained by Vakhnenko and Gaididei [408].
Substituting Eq. (4.40) into those equations and applying the Poisson formula
to evaluate the sums appearing as a result of discreteness of the primary AL
model, we obtain two coupled equations for the soliton parameters ν and x0:

dx0

dt
=

2
µ

sinhµ sin ν , (4.42)

dν

dt
= −2π3 sinh2 µ sin(2πx0)

µ3 sinh(π2/µ)
, (4.43)

and also dµ/dt = 0. In Eq. (4.43) we took into account only the contribution
of the first harmonic because the higher ones, of the order of s, will always
appear with the additional factor ∼ exp(−π2s/µ) which is assumed to be
small.

The system (4.42)-(4.43) is a Hamiltonian one, and the corresponding
Hamiltonian is given by the expression

H = − 2
µ

sinhµ cos ν − π2 sinh2 µ

µ3

cos(2πx0)
sinh(π2/µ)

, (4.44)

where the parameters x0 and ν have the sense of the generalized coordinate
and momentum, respectively. The first term is the kinetic energy of the effec-
tive particle, the second one is the periodic potential, which is, as a matter of
fact, the effective periodic PN relief. In the approach assuming the difference
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between the two model small, i.e. the parameter µ small, the amplitude of
the PN potential defined as

Umax =
π2 sinh2 µ

µ3 sinh(π2/µ)
, (4.45)

is exponentially small in the parameter µ−1. As we can see, the dependence
(4.45) and the periodic potential Umax cos(2πx0) are similar to those in the
problem for the topological kink in the FK model discussed above. As a result,
all types of motion of the effective particle remain the same as in the case of
the kink, in particular, the nonlinear mode may be trapped by discreteness
similar to a trapping of a kink.

The approach based on the perturbations of the integrable AL lattice
model have been examined by Bang and Peyrard [315] who found only qual-
itative agreement with numerical results on nonlinear localized modes in the
generalized FK models. One of the possible reason for this is the strong as-
sumption in the derivation of the adiabatic equations (4.42) and (4.43) which
is valid only in the case of a very small perturbation. In a general case, all
higher-order harmonics in the Poisson sums give a contribution of the same
order and the quantitative agreement should be no longer expected. However,
the theory based on the AL model may serve as a simple example explaining
how the effective periodic dependence of the mode parameters appears due
to lattice discreteness when the lattice model becomes nonintegrable.

4.4.4 Dark Breathers

As is well known, in the continuum limit approximation the DNLS equation
(4.31) supports two different kinds of soliton solutions, bright and dark soli-
tons. The bright solitons are similar to spatially localized modes discussed
above, whereas localized structures which are similar to dark solitons are less
discussed in literature. It is the purpose of this section to present two types of
these structures in the FK type lattice following the paper by Kivshar [409]
(see also Refs. [410]–[412]). This type of structures has been observed ex-
perimentally by Denardo et al. [413] in an array of parametrically driven
pendulums (see also Ref. [414] for the case of a diatomic lattice). Similar
types of dark-soliton localized modes for a chain with anharmonic interatomic
coupling has been analyzed by Bortolani et al. [415].

First, we notice that for positive λ, the continuous wave solution is stable
only for k > π/2as, so that dark-profile structures are possible, for example,
near the cut-off frequency ωm = 4K. Substituting ψn = (−1)nΨ(x, t) eiωmt

into Eq. (4.31), where the slowly varying envelope Ψ is found to be a solution
of the continuous NLS equation, it is easy to obtain the dark soliton solution
in the continuum approximation,

ψn = (−1)nA tanh(Ax) e−iΩt, (4.46)

where Ω = 4K−λA2, and x = nas
√
K is considered as a continuous variable.
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Fig. 4.13. Two types of “staggered” dark-soliton modes in a lattice. Shown are the
oscillation amplitude at each site (upper row) and the value |ψn|2 (lower row) [416].

Looking now for the similar structures in the discrete NLS equation (4.31),
we find that they are possible, for example, in the form

ψn = Ae−iΩt(. . . , 1,−1, 1,−ξ1, 0, ξ1,−1, 1, . . .), (4.47)

where Ω = 4K − λA2, and ξ1 = 1 − ∆1, ∆1 = K/λA2 � 1. The structure
(4.47) is a solution of the NLS equation with the accuracy better for smaller
∆1, and it is a phase-kink excitation with the width localized on a few parti-
cles in the lattice [see Fig. 4.13(a)]. Because the frequency Ω coincides with
the cut-off frequency of the nonlinear spectrum, we call these solutions “cutoff
kinks”.

The dark-soliton modes presented in Figs. 4.13(a) and 4.13(b) describe
two types of stationary “black” solitons in a discrete lattice, the on-site mode
(A-mode) centered with zero intensity at a lattice site, and the inter-site
mode (B-mode) centered between two sites. These two modes can be uniquely
followed from the continuous limit (g → ∞) to the anticontinuous limit (g →
0). At g → 0, the A-mode describes a single “hole” in a background wave
with constant amplitude and a π phase shift across the hole. Similarly, the
B-mode describes the lattice oscillation mode with a π phase shift between
two neighboring sites and no hole.

Johansson and Kivshar [416] studied the dark breathers and their stability
in the discrete NLS equation, and described the oscillatory instability of dark
solitons. They found the critical value of the lattice coupling constant g, gcr ≈
0.07647 that defines the stability region. At g = gcr, a Hopf-type bifurcation
occurs, as two complex conjugated pairs of eigenvalues leave the imaginary
axis and go out in the complex plane. Thus, an oscillatory instability occurs
for the A-mode when g > gcr, with the instability growth rate given by the
real part of the unstable eigenvalue. For the B-mode, all eigenvalues lie at
zero when g = 0. As soon as g is increased, one pair goes out on the real
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axis and stays there for all g > 0. Thus, the B-mode is always unstable. This
instability appears due to inherent discreteness of a nonlinear lattice model,
and the universality of the instability scenario suggests that it should be also
observed in other nonlinear models supporting dark solitons. The instability
observed here may be regarded as an extension of the instabilities existing
for small lattices [387, 388].

Another type of dark-profile nonlinear localized structures which may be
also described analytically in continuum as well as discrete models, is realized
in the case when the mode frequency is just at the middle of the spectrum
band, i.e. the wavenumber is equal to π/2as. In this case we may separate
the particles in the chain into two subsets, odd and even ones, and describe
their dynamics separately, introducing the new variables, i.e. ψn = vn, for
n = 2l, and ψn = wn, for n = 2l + 1. The main idea of such an approach is
to use the continuum approximation for two envelopes, vn and wn [409].

Looking now for solutions in the vicinity of the point k = π/2as, we may
use the following ansatz,

v2l = (−1)l V (2l, t) e−iω1t, w2l+1 = (−1)lW (2l + 1, t) e−iω1t, (4.48)

where ω1 = 2K is the frequency of the wavelength-four linear mode, and
we assume that the functions V (2l, t) and W (2l + 1, t) are slowly varying in
space. Substituting Eqs. (4.48) into Eq. (4.31), we finally get the system of
two coupled equations,

i
∂V

∂t
+ 2asK

∂W

∂x
+ λ|V |2V = 0, (4.49)

i
∂W

∂t
− 2asK

∂V

∂x
+ λ|W |2W = 0, (4.50)

where the variable x is treated as continuous one. Analyzing localized struc-
tures, we look for stationary solutions of Eqs. (4.49) and (4.50) in the form
(V,W ) ∝ (f1, f2)eiΩt assuming, for simplicity, the functions f1 and f2 to be
real. Then, the stationary solutions of Eqs. (4.49) and (4.50) are described
by the system of two ordinary differential equations of the first order,

df1
dz

= −Ωf2 + λf3
2 , (4.51)

df2
dz

= Ωf1 − λf3
1 , (4.52)

where z = x/2asK. Equations (4.51), (4.52) represent the dynamics of a
Hamiltonian system with one degree of freedom and the conserved energy,
E = − 1

2Ω (f2
1 +f2

2 )+ 1
4λ (f4

1 +f4
2 ), and they may be easily integrated with the

help of the auxiliary function φ = (f1/f2), for which the following equation
is valid, (

dφ

dz

)2

= ω2
1Ω

2(1 + φ2)2 + 4λE (1 + φ4). (4.53)
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Different kinds of solutions of Eq. (4.53) may be characterized by different
values of the energy E [409]. On the phase plane (f1, f2), the soliton solutions
correspond to the separatrix curves connecting a pair of the neighboring sad-
dle points (0, f0), (0,−f0), (f0, 0), or (−f0, 0), where f2

0 = Ω/λ. Calculating
the value of E for these separatrix solutions, E = −Ω2/4λ, it is possible to
integrate Eq. (4.53) in elementary functions and to find the soliton solutions,

φ(z) = exp(±
√

2Ωz), (4.54)

f2
2 =

Ωe∓√
2Ωz[2 cosh(

√
2Ωz) ± √

2 ]
2λ cosh(2

√
2Ωz)

, f1 = φf2. (4.55)

The solutions (4.54), (4.55), but for negative Ω, exist also for defocusing
nonlinearity when λ < 0.

These results give the shapes of the localized structures in the discrete
nonlinear lattice. The whole localized structure represents two kinks in the
odd and even oscillating modes which are composed to have opposite polar-
ities.

Highly localized nonlinear structures in the lattice corresponding to the
solutions (4.54), (4.55) may be also found, and one of these structures has
the following form, ψn = Ae−iΩt(. . . , 1, 0,−1, 0, ξ2, ξ2, 0.− 1, 0, 1, . . .), where
Ω = 2K−λA2 is the frequency at the middle of the nonlinear spectrum, and
ξ2 = 1 − ∆2, ∆2 = K/2λA2 � 1. The approximation is better for smaller
values of the parameter ∆2.

4.4.5 Rotobreathers

Oscillatory modes are not the only nonlinear localized modes in the nonlinear
discrete model. For lattices of coupled rotators, Takeno and Peyrard [369]
demonstrated the existence of the so-called rotating modes in which a central
rotator performs a monotone increasing rotation while its neighbors oscillate
around their equilibrium positions. In the phase space of the system, the
motion of the central site and the motion of the neighbors lie on opposite
sides of a separatrix. As a result the rotating modes are intrinsically discrete.

However, due to the specificity of the rotating modes, getting an analyt-
ical solution turns out to be much more difficult than for oscillatory modes
because there is a qualitative change between the motion of the central site
and the oscillations of the others. This precludes any continuum limit, and
different functions must be used to describe the dynamics of different sites.
Takeno and Peyrard [369] showed how an approximate solution could be de-
rived. Numerical checks have indicated that this solution was rather good
because it treated intrinsically the discreteness of the lattice. Later, they
presented a solution based on lattice Green’s function [417] The numerical
solution that can be deduced from the analytical expressions given by the
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Green’s functions is slightly better than the previous one, but, more impor-
tantly, the method is not restricted to one-dimensional lattices and can be
formally extended to two or three dimensions.

The model of coupled rotators can be written in the following form,

ün + g sinun = J [sin(un+1 − un) − sin(un − un−1)], (4.56)

where un is the field variable associated to the n-th site of the lattice, and J
is constant. This set of equations describes the dynamics of a chain of coupled
pendulums or molecules in a plastic crystal.

We look for a particular solution of Eq. (4.56) in which a single rotator
(say, n = 0) undergoes a rotational motion while the others oscillate. This
means that |u0| � |un| for n ≥ 1, and we can assume that the large amplitude
motion of the central site at n = 0 is not perturbed by the small vibrations
of the neighboring sites. The central rotator is described by the equation

ü0 + ω2
0 sinu0 = 0, (4.57)

where ω0 =
√
g + 2J , and its solution rotating with the angular velocity Ω

has the form, u0(t) = 2am[(Ω/2)t, k], where k is the modulus of the Jacobi
elliptic function, k < 2ω0/Ω < 1. Coupling this rotation to the neighboring
site allows to construct a mode in which a central rotator performs a mono-
tone increasing rotation while its neighbors oscillate around their equilibrium
positions. The numerical simulations show therefore that a rather accurate
expression of the rotating modes can be obtained with the lattice Green’s
function method [417]. The starting point is to linearize the equations out-
side of the site that performs a continuous rotation. This approximation is
justified by the qualitative difference between the motion of the center and
that of the other sites, as well as by the small amplitude of the vibrations of
the off-center sites, even in the case of a rather strong coupling.

There is no smooth way to go from a full rotation to an oscillation. The
theorem of MacKay and Aubry [374] can be extended to show that rotating
modes can be exact solutions of the coupled-rotator equations of motions,
and numerical investigations of the thermalization of the rotator lattice [369]
show that, like the breathers, the rotating modes can be thermally excited.
Moreover, while it is very easy to thermally excite rotating modes that involve
one or a few lattice sites, nonlocalized rotating modes are not observed unless
one reaches very high temperatures because they have a very large energy.
This is a sharp contrast with oscillatory modes for which the nonlocalized
counterparts, i.e., oscillatory waves, or phonons, are easily found.
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4.5 Two-Dimensional Breathers

Although most of this methodology and associated theoretical techniques
were developed for the case of one spatial dimension, there have been some
studies of higher-dimensional systems. Most importantly, a rigorous proof
of the existence of breathers in higher-dimensional nonlinear lattices ap-
plies for the case of arbitrary dimensions. Also, the results of numerical
studies have been published for several simple nonlinear lattices as, for ex-
ample, two-dimensional Fermi-Pasta-Ulam chains [418]–[420], Klein-Gordon
chains [421]–[422], and also for discrete NLS systems [423]–[425]. Systems of
higher dimensionality have also been investigated [426].

Fig. 4.14. Breather energy versus its amplitude for the d-dimensional discrete
NLS system for different lattice dimensions, marked on the plot. System sizes for
d = 1, 2, 3 are N = 100, N = 252, N = 313, respectively [424].

Discrete breathers are time-periodic, spatially localized solutions of equa-
tions of motion for classical degrees of freedom interacting on a lattice. In
spite of the fact that their existence and the physical origin do not depend
crucially on the lattice dimension, their properties such as the excitation
energy and stability, are different in the systems of different dimensions.
Flach et al. [424] were first to report on studies of energy properties of (one-
parameter) breather families in one-, two-, and three-dimensional lattices.
Taking the example of the d-dimensional discrete NLS model, they demon-
strated that breather energies have a positive lower bound if the lattice dimen-
sion of a given nonlinear lattice is greater than or equal to a certain critical
value. In particular, they estimated the breather energy as Ebr ∼ A

(4−zd)/2
0 @,

where A0 is the breather amplitude, d is the lattice dimension, and z is a
power of nonlinearity. Thus, for d > dc = 4/z, the breather energy diverges
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for small amplitudes, so that there exists a threshold of the breather en-
ergy in the system (see Fig. 4.14). These findings could be important for the
experimental detection of discrete breathers.

Kevrekidis et al. [425] developed a methodology for the construction of
two-dimensional discrete breathers. Application to the discrete NLS equation
on a square lattice reveals three different types of breathers. Considering an
elementary plaquette, the most unstable mode is centered on the plaquette,
the most stable mode is centered on its vertices, while the intermediate (but
also unstable) mode is centered at the middle of one of the edges. Thus,
interesting differences between the cases of one and two dimensions arise
through the existence of a hybrid mode, as well as from a much richer sta-
bility scenario. This picture has been characterized using bifurcation theory
tools. Kevrekidis et al. [425] studied the bifurcations of the two-dimensional
breather modes in a frequency-power phase diagram; the bifurcation diagram
was found to be consistent with the numerical stability analysis.

Fig. 4.15. A breather travelling
along the direction of the CuO2

plane of atoms in some high-Tc

materials. The structure has fcc
layers of fixed atoms sitting sym-
metrically above and below, that
create an on-site potential for the
atoms in the (a, b) plane [429].

The studies of multi-dimensional breathers are often motivated by their
expected applications for describing the properties of realistic physical sys-
tems. For example, it has been reported that single layers of cuprate super-
conducting material can have a threshold temperature of the superconducting
transition Tc similar to that of the bulk material [427]. This suggests that the
underlying pair-bonding mechanism in high-Tc superconductors can be active
in a two-dimensional plane of the crystal. In addition, other studies support
the idea that the lattice structural and dynamic properties play a critical
role in the mechanisms for superconductivity [428]. Being motivated by a
previous studies that the superconducting properties of cuprates were corre-
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lated to the existence of linear chains of atoms, Marin et al. [429] provided a
realization of these waves in the form of mobile discrete breathers found ear-
lier in the hexagonal lattice case [430]. They describe numerical simulations
which suggest that lattice nonlinearities allow the transport of strongly local-
ized and robust packets of vibrational energy (discrete breathers) along these
chains. The results support previous studies which correlated these particular
structural properties with superconductivity in these cuprates.

Marin et al. [429] modelled the two-dimensional copper-oxide layer of a
typical YBCO compound by means of lattice dynamics applied to a two-
dimensional generalized FK model. They used pair potentials between the
atoms of the plane, and simulated the three-dimensional environment of the
crystal via a layer of fixed atoms sitting above and below the plane. Fig-
ure 4.15 shows a typical simulation of a breather envelope, shown for the
energy of the breather E in arbitrary units. In between the two snapshots,
the excitation has travelled about 100 lattice cells, losing only some 10% of
the energy, but remaining as an exponentially localized excitation. Moving
breathers in general are not expected to be infinitely lived, due to the non-
integrability of these lattice models, but two-dimensional moving breathers,
like their one-dimensional counterparts, were found to exhibit remarkably
long lifetimes.

4.6 Physical Systems and Applications

Localized solutions describing the breather modes were predicted for many
nonlinear models, including classical spin lattices [431]–[434]. More recently,
one of the first attempts of the experimental observation of discrete breathers
in antiferromagnets has been made by Schwarz et al. [435].

However, one of the most visually impressive recent observation of dis-
crete breathers (in fact, rotobreathers) was reported in the field of super-
conductivity. Spatially localized excitations in the form of discrete breathers
were observed experimentally by two independent groups in ladders of small
Josephson junctions [436, 437]. The localized excitations correspond to spa-
tially localized voltage drops in the presence of a spatially homogeneous dc
bias (current) threading the ladder. A few junctions are in the resistive state,
while the other junctions are superconducting. Notably the superconducting
junctions generate ac voltages due to their coupling to the resistive junctions.
These dynamical effects cause varieties of resonances and related hysteresis
loops in current-voltage characteristics. The breather states of the ladder are
visualized using a low temperature scanning laser microscopy, and were com-
pared with the numerical results for the discrete breathers solutions in the
corresponding model equations. The stability analysis of these solutions was
used to interpret the measured patterns in the current-voltage characteris-
tics. Various states shown in Fig. 4.16 account for different branches in the
current-voltage plane. Each resistive configuration is found to be stable along



4.6 Physical Systems and Applications 139

Fig. 4.16. Whirling states measured in the annular ladder using the low tempera-
ture scanning laser microscope: (A) spatially homogeneous whirling state, (B – E)
various localized states corresponding to discrete breathers [436].

its particular branch. The transitions between the branches are discontinuous
in voltage, and all branches of localized states lose their stability at a voltage
of about 1.4 mV. The occurrence of discrete breathers is inherent to these
systems.

One of the first experimental observations of discrete breathers was re-
ported in guided-wave optics, for the case of discrete spatial solitons excited
in waveguide arrays [438] (see also a comprehensive review paper [439] and
the book [440]). Spatial optical solitons are self-trapped optical beams that
can propagate in slab waveguides or a bulk medium due to self focussing in
nonlinear Kerr media. All experiments to date have been performed in waveg-
uide arrays made of AlGaAs. Each waveguide is 4 µm wide, and has a length
of a few mm. Arrays contain typically 40–60 waveguides. The strength of
the coupling between neighboring guides was controlled through the spacing
between the waveguides, between 2 µm to 7 µm. The light source in these
experiments was a synchronously pumped laser. Light was launched into a
single waveguide on the input side of a 6 mm long sample, and the light
distribution at the output end was recorded. At low light power, the propa-
gation is linear, and the light expands over all waveguides at the output. As
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the input power is increased above a threshold value, the width of the output
distribution shrinks. At a power more than 200 W, light is confined to about
5 waveguides around the input waveguide and a highly localized, nonlinear
mode is created. Eisenberg et al. [438] have also shown that the theoretical
description of this system is reduced to a discrete NLS equation. While the
discrete cells are due to the discrete set of waveguides, the continuous vari-
able (time) in the equation corresponds to the spatial coordinate along the
propagation direction along the waveguide.

Russell et al. [441] described an experimental model consisting of an an-
harmonic chain of magnetic pendulums acting under gravity. This nonlinear
model seems to be the first experimental example which visually demon-
strates highly mobile and strongly localized dynamically stable oscillating
states in the form of the breather modes. This type of nonlinear excitations
is different from the well-known supersonic Toda-like solitons which describe
the propagation of a lattice deformation of a constant profile. Moreover, the
model suggested by Russell et al. [441] has interest in its own right as an
excellent pedagogical tool in the study of nonlinear lattices.

Many physical applications of discrete breathers have been suggested.
One of them is understanding slow relaxation properties of glassy materials.
Another application concerns energy localization and transport in biological
molecules by targeted energy transfer of breathers. A similar theory could be
used for describing targeted charge transfer of nonlinear electrons (polarons)
and, more generally, for targeted transfer of several nonlinear excitations
(e.g., Davydov solitons).



5 Ground State

So far, we discussed only the case when the mean distance between the atoms,
aA, coincides with the period of the substrate potential, as. In a more general
case we should consider aA �= as. Then the FK model possesses two competing
length scales and its ground state may become nontrivial. In this chapter we
discuss a number of novel effects associated with the existence of nontrivial
ground states in the FK chain.

5.1 Basic Properties

The FK chain is described by a one-dimensional model of classical mechanics,
so that we may assume that its ground state (GS), i.e. the atom configuration
with the lowest potential energy, should be quite simple. This is indeed the
case when the mean distance between the atoms aA is equal to the period of
the substrate potential as. This case this corresponds to a trivial GS when
all atoms occupy the minima of the substrate potential, except the case of
the nonconvex potential discussed above in Sect. 3.5.2.

However, in a more general case of aA �= as, the FK model possesses
two competing length scales, and the GS problem becomes less trivial. In-
deed, the interatomic interaction favors an equidistant separation between
the atoms, while the interaction with the substrate tends to force the atoms
into a configuration in which they are regularly spaced at the distance as.
As a result of this competition, the system may exhibit two distinct types of
phases. The first phase is commensurate (C-phase, it is known also as periodic
or crystalline phase) when the atom coordinates xl form an arithmetic series
of increment as (or multiple of as). The second phase is incommensurate (IC-
phase) when the sequence xl does not form an arithmetic series. The concept
of incommensurability is a very interesting topic from both mathematical
and physical viewpoints. Besides, the equations for stationary configurations
reduce to the so-called standard map, which is one of the classical models of
the theory of chaos.

In this chapter we deal with an infinite FK chain and consider the case
when both the length L and the number of atoms N tend to infinity, but the
linear concentration of atoms,
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n = lim
N,L→∞

N/L, (5.1)

remains finite. Thus, the mean spacing between the atoms in the chain is
equal to aA = L/N = n−1, and the dimensionless concentration (the so-
called coverage parameter) θ is determined by

θ =
N

M
=
as
aA
, (5.2)

where we have used the relationship L = NaA = Mas. It is convenient to
introduce the so-called window number w defined by the equation

w = aA (mod as) ≡
{
aA
as

}
, (5.3)

where {x} = x − int(x), and int(x) is the integer part of x, i.e. the largest
integer smaller than or equal to x. Besides, when the interatomic potential
Vint(x) has the absolute minimum at some distance amin, it is useful to in-
troduce the misfit parameter P defined as

P =
amin − q0as

as
, (5.4)

where q0 = int
(
amin
as

+ 1
2

)
is the integer reducing P to the interval

[− 1
2 ,

1
2

]
.

It is important to emphasize that there are exist two distinct situations,
the “fixed-density” FK chain and the “free-end” chain, which we discuss
below in more details.

In the “fixed-density” case (sometimes called as the “fixed length” or the
“fixed boundary conditions” case) we assume that the values L and N are
fixed externally, so that the parameter n (or θ, or w) is the parameter of the
model. Since the potentials Vsub and Vint do not depend on the atomic index
l, the model is homogeneous and a relabelling of the atoms does not change
the physical properties of a configuration. Because of the periodicity of Vsub,
the transformation σi,j defined as

σi,j{xl} = {xl+i + jas} (5.5)

(i and j are arbitrary integers) produces another configuration with the same
potential energy. Given two configurations {xl} and {yl} one says that the
one is less than the other, {xl} < {yl}, if xl < yl for all l. A configuration
{xl} is rotationally ordered [442], if for any symmetry transformation σi,j
the transformed configuration {yl} = σi,j{xl} is either less than {xl}, or the
opposite, unless both coincide. For the rotationally ordered configuration we
have

σi,j{xl} < {xl} if iw + j < 0,
σi,j{xl} > {xl} if iw + j > 0. (5.6)
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Note that the GS configuration, as well as minimum-energy configurations
(see below), are always rotationally ordered.

If the value of θ is rational,

θ =
s

q
(5.7)

with s and q being relative prime, so that

w = q (mod s) ≡
{q
s

}
=
r

s
, (5.8)

where r = q − s int(q/s), then the GS configuration is the C-phase with the
period

a = qas = saA, (5.9)

and the elementary cell consists of s atoms. Otherwise, for an irrational value
of θ the GS is an incommensurate phase. The structure of the IC phase is
sufficiently determined by the value of the parameter g of the FK model.
Namely, with increasing of g above of some critical value gAubry(θ) the “tran-
sition by breaking of analyticity” occurs abruptly, and the “sliding mode”
appears simultaneously (see below Sect. 5.2.2). Aubry and Le Daeron [443]
have proved that the SG configuration is uniquely determined by the value θ,
if the interaction potential is strictly convex, i.e. if there exists a constant C
such that V ′′

int(x) ≥ C > 0 for all x, 0 < x < ∞. For a nonconvex interatomic
potential (such as the Morse potential or the sinusoidal one, see Sect. 5.4.3)
the situation is more complicated; for example, in the case of amin < aA the
chain may break into two independent semi-infinite parts with free ends.

Another situation emerges when the chain has one or two free ends so
that its length L is not fixed (the “free-end” case or the “open-end boundary
condition”). Of course, the “free-end” chain may exist only if the potential
Vint(x) has an attractive branch, i.e. a minimum at some distance amin. How-
ever, if we suppose that some external force (“pressure” Π) is applied to the
end atoms of the chain, the “free-end” situation takes place for interatomic
repulsion as well. Analogous situation emerges when the FK system is “in
contact” with a “vapor phase” having a nonzero chemical potential µ so that
the number of atoms N is not fixed. In these cases one of the parameters,
amin (or P ), or Π, or µ, is the model parameter which determines the value
θ or w and, therefore, defines the GS configuration. Namely, for small values
of the misfit P , the atoms of the GS configuration are uniformly spaced at
bottoms of the substrate potential wells (the trivial GS). With increasing of
|P |, at a critical value PFM the GS goes continuously to a state character-
ized by a finite density of kinks (the “kink” will be defined rigorously below
in Sect. 5.2.1). As |P | increases beyond PFM , the average spacing aA rises
through an infinite number of steps of varying width, each step correspond-
ing to a higher-order commensurate phase. The curve aA(P ) (or similar ones,
see the dependence w(P ) in Fig. 5.1) is known as Devil’s staircase due to B.
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Mandelbrot [444] (in the mathematical literature such a function is known as
a “Cantor function”). If g is large, g � 1, the total width of the steps is very
small, and separating each step are IC phases with irrational values of w so
that the Devil’s staircase is “incomplete”. However, when the magnitude of
g is reduced beyond a critical value gAubry (gAubry ≈ 1), the transition by
breaking of analyticity manifests itself by the disappearance of the IC ground
states; IC-phases are no longer present as the GS because a nearly, possibly
high-order C-phase becomes always a more favorable lowest-energy configu-
ration. In this case the curve aA(P ) is describes by the “complete” Devil’s
staircase.

Fig. 5.1. Window
number w vs. misfit
parameter P for the
FK chain with free
ends (g = 1) [445].

Investigation of the questions mentioned above had been started in the
works of Ying [446], Sokoloff [447], Aubry [448]–[454], Bulaevsky and Chom-
sky [455], Theodorou and Rice [456], Pokrovsky and Talapov [457], Sacco
and Sokoloff [458], Bak [459] and continues up to now (see also review pa-
pers [277, 460, 461]).

Recently, with scanning tunnelling microscopy Hupalo et al. [462] found
that ordered phases in Pb/Si(111) are one of the best examples of the Devil’s
staircase phase diagram. Phases within a narrow coverage range (1.2 < θ <
1.3 monolayers) are constructed with the rules similar to the ones found in
theoretical models.

Each configuration {xl} is characterized by its potential energy

EN ({xl}) =
N∑

l=1

Vsub(xl) +
N∑

l=2

Vint(xl − xl−1), (5.10)
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where we have assumed the interaction of nearest neighboring atoms only.
For an infinite chain of atoms we can define the energy per atom ε ({xl}),

ε ({xl}) =
1
N

lim
N→∞

EN ({xl}) . (5.11)

A stationary configuration is defined in such a way that the force acting on
each atom vanishes,

∂EN ({xl})
∂xl

= 0 for all l. (5.12)

The stationary configuration is unstable if a small displacement of a finite
number of atoms will lower the potential energy of the system. Of course,
most of the unstable configurations are the saddle ones, for which the energy
decreases in one directions in the N -dimensional configurational space and
increases in others. The stable stationary configurations correspond to local
minima of the function ε ({xl}), and most of them describe metastable states
of the system. In order to find the ground state of the FK chain, we have to
look for the stable configuration which satisfy the following three conditions:

(a) It should satisfy appropriate boundary conditions which are different for
“fixed density” and “free-end” cases;

(b) It should correspond to the absolute minimum of the potential energy;
(c) It should be “homogeneous”, or “nondefective”, or “recurrent” according

to Aubry [460]. This condition is important for the infinite chain of atoms,
because a finite number of local defects (kinks) inserted into the GS
configuration will not change the energy ε ({xl}).

Explicit rigorous calculation of the GS configuration can be carried out
only on particular but pathological models, such as ones with the substrate
potential Vsub(x) being replaced by a piecewise parabola periodic poten-
tial [448]. For a general case the set of equations (5.12) is nonintegrable,
therefore numerical calculations have to be performed. One of approaches
used by Peyrard and Aubry [463] and Braun [176], the so-called “gradient
method”, is to start with an appropriate initial configuration and then to
solve the set of equations

dxl
dτ

= −∂EN ({xl})
∂xl

. (5.13)

The solution of Eqs. (5.13) gives the system trajectory in the overdamped
limit, η → ∞ (the so-called “adiabatic” trajectory, see Sect. 5.2.1), and it
always tends to a stable configuration. In order to avoid metastable config-
urations, the Gauss random force may be added to the r.h.s. of Eq. (5.13).
During the simulation the amplitude of noise should be decreased to zero
with a small speed γ. In the g � 1 case, however, the required simulation
time ts drastically increases, ts ∝ ln ln 1/γ, and a special procedure of intro-
ducing of “numerical enzymes” has to be used [464]. Note also that τ in Eq.
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(5.13) is not the time but a variable along the trajectory. The main problem
of this approach is to guess a “good” initial configuration which will lead to
the GS, and then to distinguish the GS final configuration from metastable
ones.

An another approach is to solve directly the equations (5.12) by Newton’s
method, the superconvergence of which greatly reduces the computing time.
This method, however, requires an extremely good guess of the correct initial
condition [465]–[467].

The most powerful numerical method which guarantees to yield the GS
(or at least a GS in cases of degeneracy) was proposed by Griffiths and
Chou [276]. This method is called the “minimization eigenvalue approach”
or “effective potential method”; if was discussed shortly in Chapter 3.5.2,
see also the original papers [277, 445]. Note that numerical methods always
deal with commensurate phases because the number N is finite in computer
simulation. However, an appropriate choice of N and M such as provided
by the Fibbonacci sequence, leads to window numbers which are practically
undistinguished from irrational ones. Note also that in the “free-end” case
the ends of the chain have to be let free, while for the “fixed-density” case
the periodic boundary conditions,

xN+1 = x1 +N aA, (5.14)

should be used.
Besides numerical calculation, important results on the structure of sta-

tionary FK configurations can be obtained by reducing Eq. (5.12) to the
“symplectic map”. For example, for the standard FK model with sinusoidal
substrate potential,

Vsub(x) = 1 − cosx, (5.15)

and the harmonic interaction of nearest neighbors only,

Vint(x) =
1
2
g (x− amin)2, (5.16)

stationary configurations should satisfy the set of difference equations

g(xl+1 + xl−1 − 2xl) = sinxl. (5.17)

Aubry [448] was the first who showed that Eq. (5.17) may be rewritten
as the two-dimensional nonlinear area-preserving twist map,

xl+1 = xl + pl+1,

pl+1 = pl +K sinxl, (5.18)

where K ≡ g−1. Using the substitution xl = x̃l + q0las, pl = p̃l + q0as with
an appropriate integer q0, the map (5.18) may be rewritten as

Yl+1 = T Yl, (5.19)
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where the point Yl = (x̃l, p̃l) is defined in the tour (0, as) × (0, as). Thus, the
map (5.19) allows one to represent any stationary configuration of the FK
model by a trajectory of the “artificial” nonlinear dynamical system with the
discrete “time” l and the “evolution” operator T .

Area-preserving twist maps have been extensively studied (see, e.g.,
Ref. [468]) as examples of Hamiltonian dynamical systems which exhibit the
full range of possible dynamics from regular (integrable) to chaotic motion,
and occur commonly in a variety of physical contexts, from accelerator to
chemical and fluid physics. Equation (5.18) known as the Taylor-Chirikov
standard map, is the best-studied example of an area-preserving map. It
was firstly considered by Chirikov [469], and then it was extensively studied
in a number of works [470]–[473], because it describes time evolution of a
sinusoidally driven pendulum which is one of classical models exhibiting a
transition from regular to chaotic motion.

Starting from any point Y0 in the tour, successive application of T or T−1

produces an orbit {Yl} which may be either regular, i.e. periodic if T sYl = Yl
or quasi-periodic if all points Yl lie on the continuous curve in the tour, or
chaotic (see Fig. 5.2). Not going into details, we recall only main aspects
of behavior of such systems (the complete theory may be found in, e.g.,
Refs. [473, 474]).

Fig. 5.2. Map of the transformation (xl+2, xl+1) = T ′(xl+1, xl) showing the tra-
jectories of the initial points Mi plotted on the figures for the standard FK model
for (a) g = 13.333, (b) g = 10, and (c) g = 8 [460].

At K = 0 (or g = ∞) the map (5.19) is integrable, and all the orbits are
regular. They may be classified by the window number w: all points Yl of a
given orbit {Yl} lie on a circle p̃ = was = const in the tour and turns the angle
2πw per iteration of the map. The corresponding FK configurations have a
constant separation between the atoms. All the orbits (including a countable
set of periodic orbits with rational values of w) are sliding (not pinned), i.e.
they can be rotated as a whole by any angle. This means that the translation
of a FK configuration by any∆x leads to an equivalent configuration with the
same energy. Irrational window numbers produce an uncountable infinite set
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of quasiperiodic orbits which correspond to the IC phases of the FK model.
Thus, at K = 0 the sliding orbits cover the whole tour and form a set with
the measure νs = 1.

Regular orbits remain to exist at any K �= 0. First, for any rational
w = r/s there exists the periodic orbit with the period s, T sYl = Yl. However,
at K �= 0 the periodic orbit is always pinned, i.e. it consists only of a finite
number of fixed points, and the corresponding FK configuration is locked
by the substrate potential. (Note that for exotic substrate potentials such as
the piecewise parabolic Vsub(x) with continuous first derivative the map is
integrable and, therefore, the unpinned (sliding) configurations with rational
w exist even at K �= 0 [445].) Second, for any irrational value of w the
regular orbits exist too. The well known Kolmogorov-Arnold-Moser theorem
guarantees that these orbits (called as the “invariant” or “KAM-tori” orbits)
survive small perturbations and have a finite measure νs in the tour, 0 < νs <
1, so that the sliding configurations of the FK model continue to exist at least
for small K �= 0. The circles with irrational w which lie between the regular
(“invariant”) ones, are “stochastically destroyed”, so that the corresponding
orbits are “chaotic”, and the FK configurations are locked. According to
general stochastic theory, the “area” νc occupied by chaotic orbits should
increase with increasing of K. The destruction of regular orbits begins at
“resonance” circles which are “close” to “simple” periodic orbits (i.e., to the
orbits with w = 0, 1

2 ,
1
3 , etc.), and is finished by the circle with the “most

irrational” number, the golden mean wgm = (
√

5 − 1)/2 (or w′
gm = 1 −wgm)

at K = Kc. Beyond the chaotic threshold Kc there are no more unpinned
orbits, the majority of the tour being taken up by chaotic orbits, and νc = 1.
An uncountable set of the regular orbits with irrational w still exists, but
now they form a Cantor set which takes zero measure in the tour, νs = 0.
Thus, at K ≥ Kc all the stationary configurations of the FK model are
locked. The magnitude of the chaotic threshold Kc ≡ g−1

Aubry(wgm) may be
found with the help of Greene’s residue criterion [471, 472, 475], and it is
estimated as Kc ≈ 0.971635406 (see, e.g., Refs. [460, 473, 476]). (Note that
the irrational golden-mean value wgm = (

√
5 − 1)/2 can be approximated

by rational approximants which form the Fibonacci sequence wn = sn−1/sn
with sn = sn−1 + sn−2 and s0 = 1, s1 = 2, so that w5 = 8/13, w6 = 13/21,
w7 = 21/34, w8 = 34/55, w9 = 55/89, w10 = 89/144, etc., and |w10 −wgm| ≈
2 10−5, |w14 − wgm| ≈ 5 10−7, etc.)

Each orbit of the map (5.19) corresponds to a stationary configuration of
the FK model. Note that although the mapping (5.19) does not depend on the
magnitude of the model parameter amin, the associated FK configurations are
characterized by their potential energies ε({xl}) which do depend on amin.
Most of the orbits correspond to unstable configurations of the FK model.
(Note that physical stability of the FK configuration must not be confused
with the stability in the map of the associated orbit. For example, the trivial
FK configuration corresponds to the “dynamically unstable” fixed point at
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the origin in the standard map). A small fraction of the orbits corresponds
to metastable configurations and only the one describes the GS. Recall that
the GS configuration:

(a) must satisfy the boundary conditions (for the “free-end” case we have to
consider all orbits, while for the “fixed-density” case we have to extract
the orbits with a given window number w);

(b) must correspond to the lowest potential energy;
(c) must be “recurrent” (according to Aubry [460], the recurrent orbit re-

turns to any neighborhood of any point of the orbit. Intuitively, the idea
is that any part of the FK configuration will appear again within an
arbitrary close approximation, later in the same configuration).

Aubry and Le Daeron [443] have proved that the GS configuration always
is associated with a regular orbit. At rational w the GS orbit is periodic,
at irrational w it is regular either on the continuous circle (smooth “KAM
tour”) or on a discontinuous Cantor set. The Aubry “transition by breaking
of analyticity” which occurs at g = gAubry(w) for the “fixed-density” case
corresponds to the stochastic destroying of the continuous circle with the
given w. Note ones more that the GS orbit remains regular (not chaotic)
despite it is embedded in the chaotic region of the map, i.e. it just belongs to
the zero measure Cantor set of orbits which are not chaotic. The transition
from “incomplete” to “complete” Devil’s staircase for the “free-end” model
occurs at Kc = g−1

c , where gc = minwgAubry(w) = gAubry(wgm), when all
“invariant” circles are destroyed.

Metastable FK configurations describe excited states of the model. In
particular, a fraction of the “chaotic” orbits corresponds to metastable con-
figurations with chaotically pinned kinks. Thus, the FK model may be used
in investigation of amorphous solids (see Sect. 6.3). Another physically im-
portant solution of the model is the homoclinic orbit, which tends to different
periodic orbits for l → ±∞. This orbit corresponds to kink excitation of the
FK model. The homoclinic points are intersections of the stable manifold, a
continuum of points which tends to the periodic orbit for l → +∞, and the
unstable manifold, similarly defined for l → −∞. If these manifolds intersect
transversely, the kinks are pinned and the standard map may be used for
calculation of the pinning energy [149, 156]. Otherwise, when the manifolds
merge into a unique continuous curve, the PN barrier vanishes.

5.2 Fixed-Density Chain

5.2.1 Commensurate Configurations

A configuration {xl} is commensurate if there are two irreducible positive
integers s and q such that
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xl+s = xl + qas (5.20)

for all l. The number of atoms s per a unit cell of the C-structure is known as
the “order” of the C-phase [446]. For s = 1 the C-phase is trivial, or registered.
To determine the atomic coordinates in a nontrivial C-phase (i.e. for s ≥ 2),
the system of s− 1 transcendental equations is to be solved [446, 456].

A phonon spectrum of the system describes small oscillations around the
stable stationary positions of atoms. The phonon spectrum of C-phases is
optical, i.e. it always starts at a finite frequency ωmin > 0 [446, 456]. For the
trivial GS with s = 1 it has the form

ω2(κ) = ω2
0 + 2c2(1 − cosκ), |κ| ≤ π, (5.21)

where ω0 = 1 and c =
√
g for the standard FK model. For higher-order

C-phases with s ≥ 2 the excitation spectrum can be determined just in the
same manner as in the study of phonon spectrum of crystalline lattice with
a basis. The normal modes are organized into s branches (possibly separated
by forbidden gaps), and the minimum phonon frequency ωmin decreases with
increasing of the order s of the structure.

(c)

(b)

(a)

Fig. 5.3. (a,b) Kink and
antikink in a commensurate
structure θ0 = 1/2 (s = 1,
q = 2, w = 0). Solid (dashed)
arrow shows the kink before
(after) displacement of an atom
to the right.

Besides phonons, the FK model has essentially nonlinear excitations called
kinks. Their existence follows from the fact that due to periodicity of the
substrate potential Vsub(x), any FK configuration is infinitely degenerated.
Namely, equivalent configurations can be obtained from a given one by trans-
lation and/or relabelling, i.e. by transformation xl → xl+i+jas with arbitrary
integers i and j. Kink configurations describe the configurations which “link”
two commensurate ground states of the infinite FK chain. Owing to boundary
conditions, such excitations are topologically stable. It has to be emphasized
that kinks exit only for commensurate structures, for IC phases a kink ex-
citation does not exist. Aubry and Le Daeron [443] have proved rigorously
the theorem which states that there always exist a couple of commensurate
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ground states {x−
l } and {x+

l } such that there are no ground states {xl} which
satisfy for all l the inequality

x−
l < xl < x+

l . (5.22)

However, there exists a minimum-energy (m.e.) configuration (i.e., a sta-
tionary configuration which satisfies the boundary conditions and corre-
sponds to the lowest potential energy but is not recurrent) {yl} such that
for all l

x−
l < yl < x+

l (5.23)

and
lim

l→−∞
(x+
l − yl) = 0, lim

l→+∞
(yl − x−

l ) = 0. (5.24)

Analogously, it also exists a m.e.-configuration which satisfy the conditions

lim
l→−∞

(yl − x−
l ) = 0, lim

l→+∞
(x+
l − yl) = 0. (5.25)

Equations (5.24) [or (5.25)] define the kink (or antikink) configuration which
is an excited state of the reference C-phase. Notice that Aubry used for
kink (antikink) a more rigorous but too long name “delayed (or advanced)
elementary decommensuration”.

(c)

(b)

(a)

Fig. 5.4. The same as Fig. 5.3 but for θ0 = 3/5 (s = 3, q = 5, w = 2/3).

Thus, every time over a few sites, the sequence xl loses or gains an amount
as from the nearest C-phase, a kink or antikink is present in the chain. Oth-
erwise, a kink (antikink) with a topological charge σ = +1 (σ = −1) may be
defined as the minimally possible contraction (extension) of the C structure
when at infinity, i.e. for l → ±∞, the arrangement of atoms relative to min-
ima of the substrate potential coincides with their arrangement in the GS.
Examples of kink structures for different C-phases are shown in Figs. 5.3–5.6.

The configuration {y′
l} ≡ {yl−s + qas} is also a configuration which sat-

isfies the same conditions (5.23) to (5.25). It corresponds to the kink trans-
lated by a = qas, i.e. by the elementary cell of the commensurate GS. The
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(c)

(b)

(a)

Fig. 5.5. The same as Fig. 5.3 but
for θ0 = 1 (s = 1, q = 1, w = 0).

Peierls-Nabarro (PN) barrier εPN [142, 143] is defined as the lowest energy
barrier which must be passed for a continuous translation of the configura-
tions {yl} → {y′

l} (for a precise definition of the PN barrier see Ref. [477]).
Thus, kink is a localized quasi-particle which can move along the chain and
may be characterized by its coordinate, mass, energy, etc.

For the concentration θ0 = s the kink structure is trivial (an excess of an
atom corresponds to the kink, and a vacancy, to the antikink, see Figs. 5.5
and 5.6), but at arbitrary concentration θ0 = s/q with q �= 1 it is more
complex. A general method of construction of kink excitations for a complex
reference structure is discussed in Sect. 11.3.3). As an example, Fig. 5.3(a)
[Fig. 5.3(c)] shows the kink (antikink) on the background of the commensu-
rate structure with concentration θ0 = 1

2 shown in Fig. 5.3(b). The arrow in
Fig. 5.3(a) [Fig. 5.3(c)] indicates the atom, whose displacement to the right
into the nearest neighboring minimum of the substrate potential results in a
displacement of the kink to the right (antikink, to the left) by the structure
period a. Similarly, a displacement to the right of an atom in the commen-
surate structure of Fig. 5.3(b) results in the creation of a kink-antikink pair
in the system. Figs. 5.4 to 5.6 show also kink structures for θ0 = 3/5, 1 and
2. Note that, as compared with the initial commensurate structure, a kink
contains σ/q excess atoms.

The kink shape is conveniently characterized by the quantities

ul = yl − x−
l . (5.26)

For a C-structure with a complex unit cell it is convenient to split the index
l into two subindexes, l = (i, j), where j = 0,±1,. . . corresponds to a number
of the unit cell, while i = 1, . . . , s numerates the atoms in the cell. Then, for
an isolated kink the displacements ul satisfy the sum rule

s∑

i=1

(ui,j=+∞ − ui,j=−∞) = −σas. (5.27)
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(c)

(b)

(a)

Fig. 5.6. The same as
Fig. 5.3 but for θ0 = 2 at
s = 2, q = 1, and w = 1/2.

Following Bergman et al. [146], a coordinate of an isolated kink may be de-
fined as the center of mass of the system,

X = q
∑

l

ul + C, (5.28)

where the additive constant C is to be chosen so that a maximum deviation
from the reference configuration occurs at the atom l0 = X/a (see arrows in
Figs. 5.3–5.6). The kink rest energy as measured with respect to the reference
GS with the same number of atoms, is defined as

εk = lim
N→∞

[
EN ({yl}) − EN

({x−
l })] , (5.29)

or, more rigorously for a complex reference structure [478], as

εk = lim
i,p→∞

1
s

s∑

j=p+1

j∑

l=−i+1

[
V (yl, yl−1) − V

(
x−
l , x

−
l−1

)]
, (5.30)

where
V (x, x′) = Vint(x− x′) + Vsub(x). (5.31)

For the harmonic potential, Vint(x) = 1
2g(x− amin)2, the kink energy can be

represented as
εk = −gasP (x+

c.m. − x−
c.m.) + Ek, (5.32)

where Ek is independent on the misfit P , and the center-of-mass coordinate
of a unit cell is defined by

x±
c.m. =

1
s

(s−1)/2∑

l=−(s−l)/2
x±
l (odd s), (5.33)
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or

x±
c.m. =

1
s

s/2∑

l=−s/2+1

x±
l (even s). (5.34)

When the FK chain contains more that one kink, the mutual influence
of kinks on each other changes their shapes and leads to a contribution to
the system energy, which can be interpreted as an interaction between the
kinks. Of course, this interaction is not pairwise in a general. Besides, as kinks
contain an excess number of atoms (equal to σ/q), the interaction of these
atoms leads to an additional contribution to the energy of kink’s interaction
if the interatomic potential Vint(x) is long ranged. Usually kinks with the
same topological charges repel, while a kink and an antikink attract each
other (see Chap. 3).

When a kink moves along the chain, we may write formally dxl/dt =
(δxl/δX)(dX/dt), and the system kinetic energy takes the form

K =
m

2

(
dX

dt

)2

, (5.35)

where m is the effective mass of the kink defined as

m = ma

∑

l

(
δul
δX

)2

. (5.36)

Recall that kink’s motion is carried out in the PN potential VPN (X) which
has the amplitude εPN and the period a. Both the characteristics, the ef-
fective mass and the shape of the PN potential, depend on the trajectory
of kink’s motion. In what follows we will assume that kink moves along the
“adiabatic” trajectory defined as the curve in the N -dimensional configura-
tion space of the system, which links the two m.e. configurations {yl} and
{y′
l}, passes through the nearest saddle configuration with the lowest poten-

tial energy and is defined by the differential equations (5.13). Physically this
means that kink moves adiabatically slow. It is to be noted that all kink’s
parameters depend on the structure of the reference commensurate GS, i.e.
on the model parameter θ0. Because the FK model is nonintegrable, these
parameters should be found numerically. In computer simulation, instead of
the motion of an isolated kink in an infinite chain, it is more convenient to
consider a simultaneous motion of kinks in an infinite periodic structure of
kinks (the cnoidal wave). Let the period of this structure be Mas. Then it is
sufficient to place a chain of N atoms into the periodic substrate potential
with M minima and to impose periodic boundary conditions. To have a single
kink over the length Mas on the background of a commensurate structure
θ0 = s/q, the N and M values should satisfy the integer equation [165]

qN = sM + σ. (5.37)
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The resulting commensurate structure of kinks is characterized by the average
concentration

θ = N/M = θ0 + σ/Mq, (5.38)

and the distance between kinks is equal to Mas. Emphasize that this method
gives the kink characteristics for the reference GS with the concentration θ0
and not with θ. However, a mutual interaction of kinks in their periodic struc-
ture may disturb the results, so the number M should be large enough. It
has to be mentioned also the numerical method of Griffiths and collabora-
tors [277] which gives not only the GS but kink’s configurations as well.

Besides computer simulation, approximate results can be obtained in two
limiting cases considered below, the cases of weak and strong interatomic
interactions.

Weak-Bond Approximation

First, we consider the case of weak interaction between the atoms, Vint(aA) �
εs, when all atoms are situated near the corresponding minima of the sub-
strate potential. For instance, at a concentration θ0 < 1, when not more than
one atom is in one potential well, we may neglect by small displacements of
atoms from their positions corresponding to minima of Vsub(x). Then for the
motion of kinks or antikinks on the background of the concentration θ0 = s/q
lying within the interval (1 + p)−1 < θ0 < p−1 (including the kink on the
background of the concentration θ0 = (1 + p)−1 and the antikink on the
background of θ0 = p−1), where p ≡ int

(
θ−1
0

)
is an integer, from a sim-

ple geometric consideration [see Figs. 5.3, 5.4, and 5.5(c)] we obtain for the
amplitude εPN of the PN potential the following expression [165],

εPN ≈ εs + 2Vint

(
pas +

1
2
as

)
− Vint(pas) − Vint(pas + as). (5.39)

It is important to note that the kink mass m, the kink and antikink energies
εk and εk̄, and the difference in the PN potential amplitudes for the kink and
antikink, δεPN , depend only on the interaction of unit cells on the distance
a = qas and not on the interaction of neighboring atoms within the cell on
the distance aA = a/s:

m ≈ 1/q2, (5.40)

εk ≈ Vint(a− as) − Vint(a), (5.41)

εk̄ ≈ Vint(a+ as) − Vint(a), (5.42)

δεPN ≈
[
2Vint

(
a+

1
2
as

)
− Vint(a) − Vint(a+ as)

]

−
[
2Vint

(
a− 1

2
as

)
− Vint(a− as) − Vint(a)

]
. (5.43)
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From Eqs. (5.39) to (5.43), it follows that

εσk = −σasV ′
int(a) + Ek, Ek ≈ π2gaεs, (5.44)

εPN ≈ εs

(
1 − 1

2
π2gp

)
, (5.45)

and
δεPN � 1

2
π2αgaεs, (5.46)

where

gp =
a2
s

2π2εs
V ′′

int

(
pas +

1
2
as

)
, ga =

a2
s

2π2εs
V ′′

int(a), (5.47)

and α is the dimensionless parameter of anharmonicity of the potential
Vint(x),

α = −asV
′′′
int(a)

V ′′
int(a)

. (5.48)

The case of a concentration θ0 > 1 is somewhat more complex. For ex-
ample, for a kink on the background of the θ0 = 1 structure, two atoms with
coordinates x1 and x2 are situated in the same well of the substrate poten-
tial [see Fig. 5.5(a)], and their coordinates are x1,2 = ±x0, where the value
x0 � 1 is determined by the stationary solution of the motion equation

maω
2
0x0 + V ′

int(2x0) − V ′
int(as − x0) = 0,

where we put Vsub(x) ≈ 1
2maω

2
0x

2
0 near the well’s bottom. Then,

εk ≈ 2Vsub(x0) + Vint(2x0) + 2Vint(as − x0) − 3Vint(as) (5.49)

and

εPN ≈
[
εs + 2Vint

(
1
2
as

)
+ Vint(as)

]

− [2Vsub(x0) + Vint(2x0) + 2Vint(as − x0)] . (5.50)

In the lowest order of the weak-bond approximation the amplitude of PN
potential is the same for kinks and antikinks on the background of any con-
centration θ0 within the range of 1 < θ0 <

3
2 . Note also that for the standard

FK model with Vint = 1
2g(x−amin)2 the value εPN ≈ 2−π2g is the same for

all C-structures (0 < θ0 < ∞) in the first order in g. More accurate results in
the weak-bond case may be obtained by the standard map technique [156].

Continuum Approximation

In the opposite case of strong interaction between the atoms, Vint(aA) � εs,
relative displacements of equivalent atoms in the nearest neighboring cells are
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small, |ui,j+1 −ui,j | � a (while relative displacements of nearest neighboring
atoms in the same cell may be not small if s ≥ 2), we can use a continuum
approximation,

j → x = ja, ui,j(t) → ui(x, t), i = 1, . . . , s,
∑

j

→
∫
dx

a
, (5.51)

and the motion equations reduces to a set of s coupled differential equations
on functions ui(x, t) [165, 282, 457]. Methods of solution of this system were
shortly discussed in Sect. 3.5.2. Note only that one has to keep the interaction
between s nearest neighbors at least. Below we consider the simplest case of
the trivial GS (s = 1) with the concentration θ0 = 1/q and interaction of
nearest neighbors only according to the harmonic law

Vint(x) � Vint(a) + V ′
int(a)(x− a) +

1
2
V ′′

int(a)(x− a)2 (5.52)

[below the constant term Vint(a) is omitted]. In the continuum limit approx-
imation the Hamiltonian of the FK chain is reduced to

H[u] = ε0[u] +
∫
dx

a

{
1
2

(
∂u

∂t

)2

+
d2

2

(
∂u

∂x

)2

+ Vsub[u]

}
(5.53)

(recall as = 2π and εs = 2), where

ε0[u] = V ′
int(a)

∫
dx

∂u

∂x
(5.54)

and
d = a

√
ga. (5.55)

For the standard FK model, Vsub(u) = 1 − cosu, the Hamiltonian (5.53)
leads to the SG equation. The SG kink is characterized by the following
parameters (see Sects. 1.2 and 3.1),

m = 2/q2π2√ga, (5.56)

εσk = −σasV ′
int(a) + Ek, Ek = 4εs

√
ga, (5.57)

εPN � (8π4/3)εsga exp(−π2√ga), (5.58)

where ga = a2
sV

′′
int(a)/2π

2εs. Kink’s shape may be characterized by the den-
sity of excess atoms

ρ(x) = −1
a

∂u

∂x
, (5.59)

so that ∫
ρ(x)dx = σ/q. (5.60)
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When the FK chain contains two kinks with topological charges σ1 and σ2
separated by a distance R, they interact with the energy

vint(R) � 16σ1σ2εs
√
ga exp(−R/d). (5.61)

Equations (5.56), (5.57), (5.58), and (5.61) are valid provided ga � 1.
They may be compared with those obtained in the weak-coupling approxi-
mation (ga � 1) for the standard FK model:

m = 1/q2, (5.62)

εσk = −σasV ′
int(a) + Ek, Ek � π2ga(1 − 2ga)εs, (5.63)

εPN � εs

(
1 − 1

2
π2ga

)
, (5.64)

vint(R) � 2π2σ1σ2εs exp(−ξR/d), (5.65)

where the numerical factor ξ(ga) (ξ < 1) was tabulated by Joos [155]. As will
be shown in Sect. 6.3.1, ξ(g) � −√

g ln g at g � 1. Note that for the standard
FK model the expressions (5.62), (5.63), (5.64), and (5.65) are valid for kinks
at θ0 = 1 as well.

Besides a single kink solution, the SG equation admits the cnoidal wave
stationary solutions which describe a regular equidistant sequence of kinks.
Repulsion between the kinks leads to narrowing of their widths,

d → d∗ = kd, (5.66)

where the “modulus” k, 0 < k ≤ 1, is defined by the equation

Q = g1/2
a 2kK(k), (5.67)

and K(k) is the complete elliptic integral of the first kind, while Q is the
number of atoms per one period of the cnoidal wave, so that a distance
between the kinks is equal to

R = Qa = Qqas. (5.68)

Recalling that kinks are quasi-particles interacting via potential vint(R)
and subjected to the periodic PN potential VPN (X), we come to renormal-
ization ideas considered in the next subsection.

Renormalization Approach

Let us suppose that we know the parameters of a single kink for a simple
commensurate structure C0 with a concentration θ0 = s0/q0. This structure
can be modelled by N0 atoms distributed on a length L0 = M0as with N0
and M0 satisfying the integer equation N0q0 = M0s0. Then, let us add (or



5.2 Fixed-Density Chain 159

subtract) ∆N atoms so that the new commensurate structure C will have
N = N0 + ∆N atoms on the same length L0, and the concentration will
be equal to θ = s/q with Nq = M0s. Each additional atom (or vacancy)
will split into q0 kinks, the topological charge of the kink being equal to
σk = sign(θ − θ0). Thus, the structure C may be considered as a regular
lattice of kinks for the reference structure C0, the distance between the kinks
being equal to

R =
L0

|N −N0|q0 =
as

|θ − θ0|q0 . (5.69)

Considering kinks as quasiparticles subjected to the PN potential with the
period a0 = q0as and interacting via a potential vint(R), the structure C can
be viewed as a new effective FK chain of kinks instead of atoms with the
concentration

θk = a0/R = q20 |θ − θ0|. (5.70)

We denote this structure as Ck.
The renormalization procedure C→Ck was proposed by Joos et al. [479]

(see also Ref. [165]), and it is summarized in Table 5.1. Note that in a rigorous
approach one should take into account that the kink parameters for the kink
lattice are not equal to those of an isolated kink. As was mentioned above,
the kink-kink repulsion leads to narrowing of their widths, d → d∗ = kd < d.
As a result, local kink’s characteristics such as the effective mass m∗ and the
amplitude of PN potential ε∗

PN , will be larger than the isolated kink values
m and εPN . The parameters m∗ and ε∗

PN may be calculated with the help
of Eqs. (5.56) to (5.65) with g → g∗ = k2g < g.

Thus, we can “renormalize” a complex structure C to a new structure Ck
of kinks defined on the background of some simple commensurate structure
C0. Then, a kink excitation of the structure C is equivalent to the kink (“su-
perkink”) excitation of the structure Ck (the lattice of kinks on the reference
structure C0). So, choosing an appropriate reference structure C0 such that
|θ− θ0| � θ0, we can essentially simplify the calculation of kink’s parameters
of a complex structure C. The renormalization procedure can be repeated
by a required number of times if necessary. Note, however, that the shape of
the substrate potential VPN (X) as well as the interaction law vint(X) for the
renormalized FK chain may deviate from those of the initial FK chain.

5.2.2 Incommensurate Configurations

The renormalization approach helps also to analyze the incommensurate
structures [479]. Namely, a GS with an irrational θ can be considered as
a kink lattice on the nearest commensurate phase C0. Now, however, the
renormalized FK chain will have the structure Ck which is an IC structure
again. Therefore, the renormalization procedure is to be repeated an infinite
number of times. In a result, we obtain an infinite sequence of dimensionless
elastic constants g(i) defined as
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g(i) =
1

2π2

(
a
(i)
s

)2

ε
(i)
s

(
d2

dx2V
(i)
int (x)

)

x=a(i)
A

. (5.71)

The renormalization procedure has two stable fixed points, g(∞) = 0 and
g(∞) = ∞, and one unstable fixed point at g = gAubry(θ). If the starting value
g(0) = g is lower then the critical one, g < gAubry(θ), the sequence g(i) tends
to the limiting point g(∞) = 0. This indicates that the initial incommensurate
GS is locked, or pinned by the substrate potential. The pinning energy can be
estimated by approximating the GS by a nearest C-configuration. In particu-
lar, for the standard FK model the pinning energy is equal to εPN � 2−π2g
at g � 1 (recall that in this case εPN approximately does not depend on the
structure of the GS). Evidently that the phonon spectrum of the locked GS
starts from a nonzero value ωmin > 0. The propagation and localization of
phonon modes in the pinned IC GS have been studied by Burkov et al. [480],
Ketoja and Satija [481] (see also Refs. [482, 483], where the heat conduction
along the chain is discussed).

Otherwise, if we start from the initial value g(0) = g > gAubry(θ), the
sequence g(i) tends to the point g(∞) = ∞, i.e., the final renormalized FK
chain corresponds to the continuum (SG) limit where the PN barriers are
vanished. So, in this case the incommensurate GS is “sliding”, or “truly IC”
state, it can be accelerated freely when an arbitrary small force is applied to

Table 5.1. Reduction of a complex structure C of atoms (the “primary” FK
model) to the structure Ck of kinks (the “secondary” FK model). The refer-
ence structure C0 is characterized by the dimensionless concentration θ0 = s0/q0

and the period a0 = q0a
(0)
s , so that the dimensionless elastic constant is g(0)

a =
[a(0)

s ]2V ′′
int(a0)/2π2ε

(0)
s , and the dimensionless anharmonicity parameter is equal to

β̃(0) = −a(0)
s V ′′′

int(a0)/V ′′
int(a0).

parameter C structure Ck structure
particle’s mass m

(0)
a = ma m

(1)
a = m∗

coordinates x
(0)
l = xl x

(1)
l = Xl

interaction V
(0)
int = Vint(xl+1 − xl) V

(1)
int = vint(Xl+1 −Xl)

substrate V
(0)
sub = Vsub(x) V

(1)
sub = VPN (X)

period a
(0)
s = as a

(1)
s = a0 = q0a

(0)
s

height ε
(0)
s = εs ε

(1)
s = ε∗

PN

coverage θ(0) = θ = s/q θ(1) = θk = sk/qk

order s(0) = s s(1) = sk = q0|sq0 − s0q|
q(0) = q q(1) = qk = q(0)

period a(0) = a = qas a(1) = ak = qa0 = qq0as

mean distance a
(0)
A = aA = a/s a

(1)
A = R = ak/sk

linear concentration n(0) = n = a−1
A = θ/as n(1) = nk = R−1

elastic constant g(0) = g = a2
sV

′′
int(aA)/2π2εs g

(1) = gk = a2
0v

′′
int(R)/2π2ε∗

PN



5.2 Fixed-Density Chain 161

ω
1

0 κ κ π0
50 100 150 200

0

1

2

3

4

5

10
-10

10
-15

10
-5

Λ
j

j

1 10

Fig. 5.7. Left panel: phonon spectrum of IC phase in continuum-limit approxima-
tion (schematically). Dashed curve describes the optical phonon spectrum of the
trivial GS. κ0 ≈ πas/R, R being a distance between kinks in the cnoidal wave cor-
responded to IC phase. Right panel: eigenvalues spectrum of the linear stability ma-
trix (Λj = ω2

j ) for the “incommensurate” GS with the window number w = 144/233
at both sides of the Aubry transition: triangles for K ≡ g−1 = 1.5 > Kc (below the
Aubry transition, the pinned state) and circles for K = 0.7 < Kc (above the tran-
sition, the sliding state). Inset shows the Goldstone mode and the gap at κ0 [487].

each atom [458]. The “sliding mode” of the “truly IC” state is not a usual
zero-wavevector acoustic mode in which the chain of atoms or a lattice of
kinks moves rigidly. To explain the sliding mode, it is convenient to consider
the IC phase as the limit of a sequence of C-phases as the size of the unit cell
goes to infinity. Then, the sliding mode of the IC phase corresponds to the
motion of a single kink in these C-phases as the kink width tends to infinity
and the amplitude of the PN potential goes to zero.

To investigate the phonon spectrum of the GS, we have to substitute the
functions

xl(t) = xGS
l + χl(t), χl(t) ∝ exp(iωt− iκl) (5.72)

into the motion equation and then linearize the obtained equation in small
displacements χl(t). In the continuum limit approximation, where an incom-
mensurate ground state xGS

l is represented by a cnoidal wave with a distance
R between the kinks, the equation for χ(x, t) reduces to the Lame equation

∂2χ

∂t2
− ∂2χ

∂x2 − cos[uGS(x)]χ = 0. (5.73)

Equation (5.73) is exactly solvable through Jacobian elliptic functions [484].
It follows that the phonon spectrum consists of two branches (see Fig. 5.7,
left panel) [447, 455, 457, 485, 486]. At low wave vectors, κ � κ0, where
κ0 � πas/R, there is an acoustic branch with the dispersion law

ω(κ) = csκ, (5.74)
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where the sound velocity cs is equal to

cs = g1/2(1 − k2)1/2K(k)/E(k), (5.75)

K(k) and E(k) being the complete elliptic functions of the first and second
types respectively, and k is the modulus determined by Eq. (5.67). This mode
represents the collective motion of kinks in the cnoidal wave, and at κ → 0
it corresponds to the sliding mode. At higher wave vectors, κ ≥ κ0, the
phonon spectrum is optical analogously to the spectrum of pieces of the
nearest C-phase separated by kinks in the cnoidal wave. The acoustic and
optical branches are separated by a forbidden gap at a wave vector κ0 (in
the truly IC GS κ0 → 0). Note that for the discrete FK chain the optical
branch is much more complicated because it consists of an infinite number
of subbranches separated by forbidden gaps (see Fig. 5.7, right panel).

Using the KAM theory and topological arguments, Aubry et al. [56, 443,
460, 463] have proved that for the discrete FK chain with strictly convex
potential Vint(x) an incommensurate GS can be parameterized by one or two
hull functions h(x),

xl = h(laA + β), (5.76)

where β is an arbitrary phase, so that the potential energy ε({xl}) is inde-
pendent of β. The hull function h(x) obviously depends on the concentration
θ (or the window number w). It describes a structure of atoms at distance
aA which is modulated by the function φ(x),

φ(x) = h(x) − x, (5.77)

which is periodic with the same period as as the substrate potential Vsub(x).
Above the critical value, g > gAubry(θ), the hull function h(x) is continuous
(analytical). However, when the parameter g is smaller than gAubry(θ), the
system undergoes abruptly the transition by breaking of analyticity, and the
function h(x) becomes discontinuous on a dense set of points which form a
Cantor set (see Fig. 5.8). Below the transition the hull function h(x) has two
possible determinations, h+(x) which is right continuous, and h−(x) which
is left continuous:

lim
δ→0+

h−(x+ δ) = h+(x), lim
δ→0−

h+(x+ δ) = h−(x). (5.78)

Both functions h±(x) determine the same GS. They can be written as a sum
of Heaviside step functions,

h±(x) =
∑

l

hlΘ
±(x− xl), (5.79)

where hl is the amplitude of the step function located at xl [by definition
Θ±(x) = 0 for x < 0, Θ±(x) = 1 for x > 0, and Θ+(0) = 1, Θ−(0) = 0].
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Fig. 5.8. Hull function h(x) in (a) unpinned, g > gAubry, (b) critical, g = gAubry,
and (c) pinned phase, g < gAubry, respectively, for the golden-mean w [488]. At
g = gAubry, h(x) has a fractal structure.

The transition by breaking of analyticity can be interpreted in the follow-
ing intuitive way [463, 489, 490]. It is clear that in the limit g → 0 all atoms in
the GS will lie close to minima of the substrate potential Vsub(x). Therefore,
in order for the chain to be moved by a discrete amount to a new position
with the same (lowest) potential energy, at least one atom must jump from
one valley of the Vsub(x) to another by going over the maxima (tops) in the
Vsub(x). As a result, the GS is pinned, the lowest phonon frequency ωmin is
nonzero, and it must be applied a nonzero force FPN (known as the depin-
ning force) to each atom in order for the chain to be moved. Otherwise, a
GS will be unpinned (as it should be at least in the SG limit, g → ∞) if and
only if there are atoms in the GS arbitrary close to a top of the potential
Vsub(x). Thus, it is convenient to introduce a “disorder” parameter ψ defined
as the minimum distance of any atom from the nearest top of the substrate
potential,

ψ = minl,j

∣∣∣∣xl −
(
j +

1
2

)
as

∣∣∣∣ . (5.80)

Computer simulations show that near the critical point the transition from
pinned to sliding ground states occurs according to a power law,

ψ, d, ωmin, EPN , FPN ∝ (gAubry − g)χ, (5.81)

where the threshold gAubry and the critical super-exponents χ... depend on
the concentration θ (or the window number w). In particular, for the golden
mean window number, w = wgm ≡ (

√
5 − 1)/2, when KAubry = g−1

Aubry =
0.971635406 (see Ref. [476]), it was found that χψ ≈ 0.7120835 for the disor-
der parameter [the largest gap in the hull function (5.76)], χd ≈ −0.9874624
for the coherent length, χωmin ≈ 1.0268803 for the phonon gap ωmin, and
χPN ≈ 3.0117222 for the PN energy barrier and the depinning force (see also
Refs. [463, 467, 476, 489], [490]–[493]). Note that this transition exhibits a
scaling behavior as usually in critical phenomena.

The exponents above are called super-critical because they are zero in
the sliding ground state, g > gAubry. On the other hand, one may in-
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troduce sub-critical exponents for the sliding state above the Aubry tran-
sition. One of them is “compressibility” C = (∂w/∂P )g which scales as
C(g) ∝ (g− gAubry)χc with χc ≈ 0.049328 for the golden-mean window num-
ber. In the SG limit (K → 0 or g → ∞) we have w(P ) = P so that C = 1.
In the truly IC GS, g > gAubry, C decreases with g and vanishes in the
pinned GS, where the Devil’s staircase is complete and w(P ) has zero slope
everywhere. Another important subcritical quantity is the effective viscosity
Γ = limF→0 F/v which describes the steady-state average velocity v = 〈ẋl〉
in response to an infitisemally small dc force F applied to all atoms (to avoid
infinite acceleration, an external damping η should be included in the motion
equation). Γ is zero in the SG limit (g → ∞, or K → 0) and diverges at the
Aubry transition. For the golden-mean window number, it scales as

Γ (g) ∝ (g − gAubry)−χΓ (5.82)

with χΓ ≈ 0.029500. The critical exponents are coupled by the scaling rela-
tions [476, 491, 493]

2χωmin + χd = χΓ + χPN , (5.83)
χc = χPN − 3χd. (5.84)

Biham and Mukamel [494] have studied numerically the threshold gAubry
and the critical exponents χ... as functions of the window number w. They
found that the critical curve gAubry(w) has a fractal nature and is character-
ized by the Hausdorff dimension 0.87 ± 0.02.

The truly IC GS, g > gAubry, is often called “frictionless”, because the
chain begins to slide freely when an arbitrary small dc force is applied to
all atoms. This “frictionless” motion (also called “superlubrication”) exists,
however, only in the SG limit (g → ∞) and, moreover, only for an infitise-
mally small velocity of the center of mass (c.m.), vc.m. → 0, where vc.m. = Ẋ,
X = N−1 ∑

l xl. As one can see from Fig. 5.9, the center-of-mass velocity
is lower than the maximum value vf = F/maη even in the F → 0 limit in
agreement with Eq. (5.82). At any finite velocity, vc.m. > 0, the kinetic en-
ergy of the c.m. motion decays due to excitation of phonons, although with
very long time scales in some velocity windows (note that in simulation of a
short chain, when the phonon spectrum is discrete, the superlubrication may
be observed for some velocity windows). The mechanism of this damping
is, however, a rather subtle one [495]. In the truly IC state the configuration
(5.76) corresponds to the equidistant arrangement of atoms (with the spacing
aA) modulated with the wave vector κs = 2π/as (and its higher harmonics
nκs) due to the substrate potential. In the g � 1 case, the amplitudes of the
modulation scales as Kn, where K ≡ g−1 � 1, and may be considered as the
“frozen-in” phonons with the frequencies ωnκs , where ωq = 2

√
g sin(qaA/2)

is the phonon spectrum of the elastic chain without the substrate potential.
Now, if such a configuration will rigidly slide with the c.m. velocity vc.m., its
atoms pass over the maxima of the substrate potential with the washboard
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Fig. 5.9. Mobility B = vc.m./F normalized on the free-motion value Bf = (maη)−1

as a function of the dc force F for the classical FK model with the “golden-mean”
concentration θ = 144/233 for different values of the elastic constant g below and
above the Aubry threshold gAubry ≈ 1.0291926. The motion equation included an
external viscous damping with the friction coefficient η = 0.1.

frequency ωwash = (2π/as) vc.m.. The following decay of the c.m. velocity oc-
curs in two steps. On the onset of motion, the nonlinear coupling of the c.m.
to the “frozen-in” mode ωκs

(and its higher harmonics) leads to long wave-
length oscillations (emerging due to Mathieu parametric resonance) with the
frequency Ω ∼ |ωwash −ωκs | (but not with the washboard frequency ωwash as
one could suppose). Then, on the second step, these long wave-length oscilla-
tions drive a complex parametric resonance involving several resonant modes
(see details in Ref. [495]).

5.3 Free-End Chain

While the GS of the “fixed-density” FK chain is determined by two parame-
ters g and θ, the “free-end” GS is determined by the parameters g and P [the
misfit P is defined in Eq. (5.4)], and corresponds to the absolute minimum
of the potential energy

E(P,N) = Usub + Uint,
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Usub =
N∑

l=1

Vsub(xl), (5.85)

Uint =
N∑

l=2

Vint(xl − xl−1),

where one or both ends of the chain are let free, and the limit N → ∞
is implied. Clearly that the free-end chain can exit only if the interatomic
potential Vint(x) has an attractive branch. To avoid this restriction, let us
suppose that the chain is subjected to one-dimensional external “pressure”
Π (which is minus the “stress” or “tension”) which allows one to change
the distance between neighboring atoms. In this case we have to look for a
minimum of the entalpy

W (Π,N) = E +ΠL, (5.86)

where L is the total length of the chain,

L =
N∑

l=2

(xl − xl−1) = xN − x1, (5.87)

so thatΠ is the thermodynamic conjugate to the extensive variable L. (Recall
that at zero system temperature the potential energy E coincides with the
Helmholtz free energy F , and the entalpy W , with the Gibbs free energy G).
For the standard FK model with Vint(x) = 1

2g(x− amin)2 it follows

Uint +ΠL =
N∑

l=2

{
1
2
g(xl − xl−1 − amin)2 +Π(xl − xl−1)

}

=
N∑

l=2

{
1
2
g(xl − xl−1 − a′

min)2 +Π ′(xl − xl−1)
}

+ C, (5.88)

where C is the constant, C = 1
2g(N − 1)

[
a2
min − (a′

min)2
]
, and the old and

new pressure and the corresponding misfit parameters are connected by the
relationship

Π − gasP = Π ′ − gasP
′. (5.89)

Thus, a chain with P = 0 subjected to the external pressure Π, is equivalent
to the chain with P = −Π/gas subjected to zero external pressure. Therefore,
a description in which g and P are the major variables and that where g and
Π are the major variables are equivalent. Note also that when the FK model
describes a chain of pendulums [496, 497], xl means the angle of rotation,
and L is the total average phase shift generated by the “torque” Π.

There is also an alternative description where one is looking for a GS for
a chain which is in equilibrium with a particle reservoir having some chemical
potential µ. In this approach we have to minimize the function
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J(L, µ) = E − µN, (5.90)

and the total number of atoms is determined as N = ∂J/∂µ.
Thus, the GS problem for the “free-end” FK chain reduces to construction

of a phase diagram of the system in one of phase planes (g, P ), (g,Π), or
(g, µ). In this subsection we discuss the standard FK model. Because the
behavior of this model is the same for any value of the integer q0 in the
definition of P [see Eq. (5.4)], it is enough to consider the case of q0 = 1.
Moreover, the standard FK model is symmetric on the sign of the misfit P
(the kink-antikink symmetry), so the variation of P can be restricted by the
interval 0 ≤ P ≤ 1

2 .

5.3.1 Frank-van-der-Merwe Transition

It is evident that when the value amin is equal or close to the period of the
external potential as, so that P � 0, the GS of the “free-end” FK chain
is trivial. Let us now insert a kink with a topological charge σ = −signP
into the trivial state through a free end of the chain. As a result, the system
energy is changed on the value [see Eqs. (5.57) and (5.63)]

εk = −|P |ga2
s + Ek, Ek �

{
2π2g(1 − 2g) if g � 1,
8
√
g if g � 1. (5.91)

As long as εk > 0, or |P | < PFM , where the critical value PFM is defined by
the equation εk = 0, so that

PFM �
{ 1

2 [1 − 2g/(1 + 3g)] if g � 1,
2/π2√g if g � 1, (5.92)

the GS configuration will remain trivial. However, beyond the critical value
PFM , it holds εk < 0, and the creation of kinks will lower the chain’s energy.
(In this subsection the name kink means a kink configuration for the reference
structure with θ0 = 1. To avoid misunderstanding, we will use the name
“superkink” for kink configurations on the background of reference structures
with a complex unit cell). A kink-kink repulsion is characterized by the energy

vint(R) � 32
√
g exp(−R/d), g � 1, (5.93)

where d = as
√
g, sets a limit for the density of kinks. Thus, at PFM < |P | <

1
2 , the chain with a free end will expand or contract in order to lower its
potential energy, and the GS configuration will be described by a cnoidal
wave, i.e., by an infinite sequence of kinks separated by a distance R0 which
is defined by the equation vint(R0) + εk = 0, so that

R0 � d ln
(

4PFM
|P | − PFM

)
, g � 1. (5.94)



168 5 Ground State

The transition from the trivial GS to the “cnoidal wave” GS was firstly
considered by Frank and van der Merwe [31]. It is known in literature as
the C-IC transition [456, 457]. However, this name may lead to misunder-
standing, because at any g < ∞ (except the limiting case of g = ∞) the
transition occurs between two C-phases, the trivial and higher-order com-
mensurate ground states (see next subsection). Therefore, we will call this
transition as the “Frank-van-der-Merwe (FvdM) transition”. Now we con-
sider it in more details following a quite instructive original work of Frank
and van der Merwe [31].

First, let us consider the infinite FK chain and neglect the boundary
conditions. Stable configurations of the chain are determined by the equation

g(xl+1 + xl−1 − 2xl) = sinxl, (5.95)

which reduces in the continuum limit (g � 1, xl = las + us, l → x = las,
ul → u(x)) to the pendulum equation

d2u

dx̃2 = sinu, (5.96)

where we introduced the dimensionless variable x̃ = x/d, d = as
√
g. A solu-

tion of Eq. (5.96) describes a configuration with the potential energy

E[u] =
√
g

∫
dx̃ ε [u(x̃)] ,

ε[u] =
1
2

(
du

dx̃
− Pd

)2

+ (1 − cosu) . (5.97)

Equation (5.96) has two important solutions. The first corresponds to the
trivial configuration, u(tr)(x̃) = jas, j = 0,±1, . . . , and has an energy per
unit length

ε(tr) ≡ E[u(tr)]/L = P 2d2/2as. (5.98)

The second solution describes a cnoidal wave,

u(cw)(x̃) = π + 2 sin−1 sn {−σ(x̃− β)/k, k} , (5.99)

where sn(z, k) is the Jacobian sinus function, k being its modulus (0 < k ≤ 1),
β is an arbitrary phase which shows the possibility for free sliding of an infinite
chain in the SG limit. The cnoidal wave describes a configuration with a
regular sequence of kinks of topological charges σ = −signP , a distance R
between kinks being determined by the modulus k,

R = 2dkK(k), (5.100)

so that the density of excessive (missing) atoms is

ρ(x) = −ux
as

=
σ

πd

{
(1 − k2)
k2 +

1
2

[
1 − cosu(cw)(x)

]}
. (5.101)
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The function ρ(x) is periodic with the period R. The cnoidal wave (5.99) has
the energy per one period

ε(cw)
pp =

√
g

∫ R/d

0
dx̃ ε

[
u(cw)(x̃)

]

=
√
g

{
P 2d2kK(k) − 2π|P |d− 4

k
(1 − k2)K(k) +

8
k
E(k)

}
, (5.102)

so that the energy per unit length is equal to

ε(cw) = ε(cw)
pp /R = ε(tr) − 1

as

{
2
(1 − k2)
k2 +

π|P |d
kK(k)

− 4E(k)
k2K(k)

}
.(5.103)

Evidently, in the GS configuration the period R must minimize the energy
(5.103). Thus, from equation ∂ε(cw)/∂k = 0 it follows the equation

E(k)
k

=
π

4
|P |d ≡ |P |

PFM
. (5.104)

The solution of Eq. (5.104), k = k0, determines the period R0 [through
Eq. (5.100)] and the energy per unit length,

ε
(cw)
0 = ε(tr) − 2

as

(1 − k2
0)

k2
0

, (5.105)

of the “cnoidal wave” GS configuration in the continuum limit approximation.
Note that Eq. (5.104) has a solution, and therefore the cnoidal wave GS has
a lower energy than that of the trivial GS, if and only if |P | > PFM in
accordance with previous discussion.

Now let us return to the free-end boundary condition following the elegant
approach of Frank and van der Merwe [31]. Consider a stationary configu-
ration of an infinite chain and suppose that the spring which connects the
N -th and (N + 1)-th atoms, is unstressed, xN+1 − xN = amin. So, we can
break this spring without changing of positions of all the atoms; in a result
we obtain two semi-infinite chains in stationary states each having one free
end. Thus, we come to the boundary condition uN+1 − uN = Pas, or, in the
continuum limit approximation,

du

dx̃

∣∣∣∣
x̃=x̃end

= Pd. (5.106)

Substituting the cnoidal wave (5.99) into Eq. (5.106), we obtain the relation-
ship

1
k

dn
(
x̃end − β

k
, k

)
=

1
2
|P |d, (5.107)

where x̃end = Nas/d is the coordinate of the free end. This boundary condi-
tion leads to a number of interesting consequences.
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Fig. 5.10. Graphic solution of Eq. (5.107). The filled and open circles correspond
to stable and unstable configurations of the chain, correspondingly.

At any P �= 0 the trivial solution, utr(x̃) = const, does not satisfy Eq.
(5.106). This means that closely to the end of the chain (at distances |x −
xend| ≤ d) the trivial GS configuration is always “perturbed”, i.e. the atoms
near the end are shifted away from the minima of the substrate potential. So,
the trivial GS configuration is always described by the cnoidal wave (5.99)
in the limit k → 1 (or R0 → ∞), while the energy remains equal to ε(tr) [Eq.
(5.98)].

Equation (5.107) is the equation on the phase β. As shown in Fig. 5.10,
this equation has two solutions [both are defined up to an additional constant
which is multiplier of 2kK(k)], one corresponds to a stable configuration, and
another, to unstable one. Therefore, the phase β of the cnoidal wave GS is
fixed, this means that the free end of the FK chain is always pinned even in
the SG limit g → ∞ when PN barriers are absent. Note that this is a con-
sequence of the fact that the SG equation with free boundary conditions is
not an exactly integrable equation (contrary to the case of periodic boundary
conditions where the SG equation does is exactly integrable). As a result, a
sliding mode is absent in the “free-end” FK chain at any model parameters,
the chain always requires an activation energy to slide [447, 458]. The poten-
tial energy of the chain with free ends is a periodic function (with period as)
of the location of the end atoms in the chain. The amplitude of oscillations of
the potential energy εpin is finite in the limit L → ∞. Of course, the energy
per unit length is still given by Eq. (5.105) because limL→∞ εpin/L = 0.

Equation (5.107) has a solution if and only if (see Fig. 5.10)
√

1 − k2

k
<

1
2
|P |d < 1

k
. (5.108)
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In particular, the trivial configuration (k → 1) is permitted as long as

|P | < Pms ≡ 2/d. (5.109)

Thus, the trivial configuration of the chain with free ends remains stable be-
yond the misfit PFM up to the second critical value of misfit Pms. Within
the interval PFM < |P | < Pms the trivial configuration corresponds to a
metastable state of the system, because at |P | < Pms a finite activation
energy is to be overcome in order to insert a kink into the chain through
its free end. Beyond the metastable limit Pms (i.e., within the interval
Pms < |P | < 1

2 ) the trivial configuration becomes unstable, because kinks
are introduced spontaneously at the free ends of the chain.

5.3.2 Devil’s Staircase and Phase Diagram

Now we are able to construct the whole phase diagram for the GS structure
of the “free-end” FK chain. As was shown above, in the interval 0 ≤ |P | <
PFM (g) the GS is trivial (θ = 1 and w = 0), while in the interval PFM (g) <
|P | ≤ 1

2 the GS corresponds to a cnoidal wave of kinks separated by the
distance R0 so that

θ =
R0/as + σ

R0/as
= 1 +

σas
R0

and w =
{

R0

R0 + σas

}
. (5.110)

Thus, at a given value of g, any value of the misfit P (or the pressure Π, or
the chemical potential µ) defines a unique value of the concentration θ (or
the window number w), and the structure of the GS coincides with that one
described in Sect. 5.2.1 for the same value of θ (except the chain’s structure
at distances |x−xend| ≤ d near its free ends where the structure is always per-
turbed). Clearly, the value w(g, P ) can be a rational as well as an irrational
number, thus corresponding to C or IC phase. Recalling that kinks in the
cnoidal wave can be considered as quasiparticles subjected to a periodic PN
potential and interacting via exponential law vint(X), we again may use the
renormalization approach of Joos et al. (1983). Now we have to renormalize
simultaneously two model parameters,

(
g(i), P (i)

) → (
g(i+1), P (i+1)

)
, where

the elastic constant g(i) is defined by the interaction between quasiparticles,
and the misfit parameter P (i) is defined by the distance between quasipar-
ticles instead of amin in Eq. (5.4). If the renormalization sequence, starting
from the point (g, P ), is finished at the stable fixed point

(
g(∞), P (∞)

)
with

g(∞) = ∞, then the GS of the system corresponds to a IC-phase. Otherwise,
the GS is commensurate. Thus, the phase plane (g, P ) is separated into re-
gions where the GS has C or IC structure. Clearly, IC phases may exist only
in the region g > gc ≡ minwgAubry(w).

Using the ideology of the previous subsection, it is easy to guess that
as well as the trivial configuration, each commensurate configuration with
rational w = r/s will be stable within a finite interval
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P−
ms(w) < |P | < P+

ms(w), (5.111)

and it should correspond to the GS of the system within a more narrow
interval

P−
FM (w) < |P | < P+

FM (w). (5.112)

Indeed, considering the commensurate structure w as a reference one, we
can define superkinks (super-antikinks) with topological charges σ = 1 (σ =
−1). According to Chapter 3, the creation energy of a superkink may be
represented as

εσk = −σga2
s (|P | − P0(w)) + Ek(w), (5.113)

where P0(w) and Ek(w) are constants which depend on w. The limits P±
FM (w)

are defined by the equation εσk = 0,

P±
FM (w) = P0(w) ± Ek(w)/ga2

s. (5.114)

As long as P remains between two limits P±
FM (w), the GS configuration is

independent of P , while beyond the edges of the plateau the creation en-
ergy of the corresponding superkink is negative, making the w configuration
metastable (see Fig. 5.11). The new GS will correspond to a finite density
of superkinks, with the density determined by a competition between the
negative creation energy (which favors the creation of as many superkinks as
possible), and the positive energy of repulsion of the superkinks (which in-
creases as superkinks come closer together). Thus, the function w(P ) consists
of a series of “plateaus”, or “terraces” on which w is constant as a function of
P (see Fig. 5.1). These occur at rational values w = r/s, and the lengths of
the plateaus tend to be smaller as the period q of the commensurate structure
increases due to decreasing of the value Ek(w) in Eq. (5.114).

Aubry and co-workers in a series of works (see Ref. [460] and references
therein) have proved that the function w(P ) is always continuous, contrary
to what one might guess from simply glancing at Fig. 5.1. Therefore, the
function w(P ) takes irrational numbers when P lies between the neighboring

|P|
P P P
FM FM0

_ +
(w) (w) (w)

E

0

(w)
k

σ=+1 σ=−1
εσ

k

Fig. 5.11. Energy for
creation of a superkink
(σ = +1) and a super-
antikink (σ = −1) for
w �= 0 reference configu-
ration as functions of the
misfit parameter P .
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terraces, so that in this case the values w and P are connected in a unique
manner.

Analogously, the concentration θ as a function of misfit P locks at all
commensurate values θ = s/q, and θ(P ) is a continuous monotonically de-
creasing curve against P . Following Manderbrot [444], such a curve is known
as Devil’s staircase. Aubry and co-workers (see Ref. [460], and Refs. [498]–
[500]) have proved that at g < gc the function θ(P ) reaches incommensurate
values for a zero measure set of values of P , and the curve θ(P ) is the complete
Devil’s staircase. [By definition, Devil’s staircase is called complete when it
is entirely composed of steps, or equivalently when θ(P ) has a zero derivative
almost everywhere except an uncountable set of point which forms a Cantor
set. Thus, the gaps between the steps of the function θ(P ) is a fractal with
zero measure, and magnification of any part of the curve θ(P ) (not within a
step) will reproduce the original curve.] When g > gc, Devil’s staircase θ(P )
becomes incomplete, that is, irrational values are reached by θ(P ) for a finite
measure set of P values (recall that the corresponding map orbits belong to
KAM circles). θ(P ) still locks at every rational value but the locking inter-
vals (in terms of P value) become smaller so that the curve θ(P ) seems to be
smooth between the largest steps. An important feature is that, in a given
interval (P1, P2), the sum of the width of all the steps goes to zero when g
goes to infinity.

The description given above allows us to draw the zero-temperature phase
diagram of the FK system in the parametric plane (g, P ) (see Fig. 5.12). Of
course, the phase diagram can be constructed only by computer simulations;
the most powerful method was proposed by Griffiths and Chou [276]. The
region occupied by a GS with a given rational w appears as a “tongue” in

Fig. 5.12. Phase diagram
for the standard FK model
in (a) the (amin, g) plane
and (b) the (P,K) plane,
where K = g−1 [276].
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the phase plane. Between those tongues which are shown in Fig. 5.12, there
are an infinite number of other tongues (which are not shown, most of them
being extremely narrow) for every rational value of w, and these fill up, to
some extent, the regions between tongues pictured explicitly. In addition,
because w is continuous function on P , there must be lines corresponding to
irrational values of w lying between the tongues for rational values.

In conclusion, we notice that for the strictly convex Vint(x) all transitions
between different structures are continuous (“second order”) for the complete
as well as for the incomplete Devil’s staircase regions because all interactions
are repulsive (see Refs. [455]–[457],[460],[501]–[504]).

5.4 Generalizations of the FK Model

In order to be applied to real physical systems, the FK model has to be gen-
eralized because usually a substrate potential is not purely sinusoidal as well
as interatomic interactions are not purely harmonic. From a general point of
view, any deviation away from the exactly integrable SG system leads usually
to “increasing of chaos” in the system, i.e., to decreasing of an area occupied
by the “KAM-tori” (“KAM-circles” in the two-dimensional map) [see, e.g.,
the work of Milchev [221] where the harmonic potential is replaced by the
Toda potential]. In other words, the regular “KAM-circles” of the symplectic
map start to destroy at lower values of the mapping parameter K ≡ g−1.
For the corresponding model this results in increasing of (a) the PN barriers,
(b) the value of gAubry(w) and, therefore, (c) the threshold gc of transition
from complete to incomplete Devil’s staircase. Besides, the deviation from
the standard FK model may lead to (i) appearing of different phases with
the same window number, (ii) replacing the continuous transitions between
phases by discontinuous ones, and (iii) violation of the kink-antikink symme-
try. Below we consider these questions in more details.

5.4.1 On-Site Potential of a General Form

In a general case the periodic substrate potential Vsub(x) can be expressed
by a Fourier cosine series

Vsub(x) =
∞∑

p=1

βp [1 − cos(px)] . (5.115)

Below we consider only small deviations from the sinusoidal form of the
potential so that β1 � 1 and |βp| � 1 for p ≥ 2. A behavior of the FK model is
different for the cases of β2 < 0 and β2 > 0. When β2 < 0, Vsub(x) has a shape
of broad wells separated by narrow barriers. In this case the phase diagram
in the (g, P ) plane is topologically similar, and phase transitions occur on
qualitatively the same manner as in the standard FK system [445, 505].
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Fig. 5.13. Stable kink configurations for the substrate potential with sharp wells
separated by flat barriers. (a) Normal configuration, (b) and (c) Asymmetric con-
figurations, and (d) Inverse configuration.

However, the case of β2 > 0 when Vsub(x) has a shape of sharp wells
separated by flat barriers, is more complicated, because the structure of a kink
depends now on the model parameter g [165, 186]. Recall that for the standard
FK model a single kink has only two configurations which are stationary. The
first (stable) one shown in Fig. 5.13(a) describes a configuration where two
atoms occupy the same potential well and locate symmetrically in the bottom
of the well. It corresponds to a minimum of the PN potential. In the second
(unstable, or saddle) configuration shown in Fig. 5.13(d) an additional atom
locates at a top of Vsub(x); this configuration corresponds to a maximum
of VPN (X). We will call the described situation as the N (i.e., normal) one.
Evidently that it always takes place for any Vsub(x) at least in the limit g → 0.
However, when Vsub(x) has sharp wells separated by flat barriers, at certain
values of the strength of interatomic potential g, it emerges the I (i.e., inverse)
situation where the configuration Fig. 5.13(a) corresponds to a maximum,
while the configuration Fig. 5.13(d), to a minimum of the PN potential. As
the parameter g increases, the N- and I- cases alternate one another. In
addition, between the N- and I- regions there may exist intermediate regions
where both configurations of Fig. 5.13(a) and Fig. 5.13(d) correspond to local
maxima of function VPN (X), while its minimum occurs at some intermediate
asymmetric configuration shown in Fig. 5.13(b) or Fig. 5.13(c) and denoted
by A1 or A2. Now, if we increase the misfit P beyond the FvdM limit PFM (of
course, the value PFM now differs from that one calculated for the standard
FK model), the GS of the system will be a cnoidal wave of kinks of N-, I-, or
A- types depending on the value of g.
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Thus, at β2 > 0 a commensurate GS with a window number w = r/s may
be one of the following types [466, 478]. The N-type GS is defined as that
one for which it exists an integer j such that for any l

xj+l = −xj−l if s is odd,
xj+l = −xj+1−l if s is even. (5.116)

For s odd there are atoms at minima of the potential Vsub(x), while there are
no atoms at minima of Vsub(x) for s even. A GS is called I-type if it exists
an integer j such that for any l

xj+l − 1
2
as =

1
2
as − xj−l. (5.117)

In I-type configurations there are atoms at maxima of the potential Vsub.
Both N-type and I-type configurations have reflection symmetry. A GS that
does not satisfy any of Eqs. (5.116), (5.117) is called A-type. The symmetry-
breaking A-type GS is additionally twice degenerated because it can be con-
sidered as constructed by kinks of type A1 or type A2, so that the ground
states A1 and A2 are mirror images of one another. Thus, the situation is now
similar to that one for the double-well substrate potential (see Sect. 3.3.4),
where we also had “left” and “right” kinks.

So, at β2 > 0 the window number w does not uniquely define the con-
figuration. Different types of ground states can be characterized by, e.g., the
center-of-mass coordinate of a unit cell defined by Eq. (5.33), (5.34), and
by letters N, I, A1, or A2. A phase diagram of the “free-end” FK chain is
shown in Fig. 5.14. The tongues corresponding to rational values of w are
now split by a series of horizontal bars at which there is a phase transition
between phases of the same window number but different types. The number
of such horizontal bars increases with increasing “order” s of the C-phase.
Note that for the double-SG substrate potential (i.e., if βp = 0 for p ≥ 3) the
asymmetric (A-type) phases are absent [445].

The transitions between phases of different types but the same w are
“phonon-stimulated”: with varying the strength g, the minimum phonon fre-
quency ωmin turns to zero, and the corresponding phase becomes unstable.
This transitions may be continuous (“second order”) if ωmin continuously
tends to zero, or they may be discontinuous (“first order”) when the insta-
bility appears abruptly. For example, for the case described in Fig. 5.14, all
transitions between N and A phases are discontinuous, whereas those between
I and A phases are continuous. If is easy to guess using symmetry reasons
that if the A-phases are absent (as in the double-SG model), transitions N↔I
are always discontinuous [445]. The transitions between phases with different
window numbers are continuous because they are “kink-stimulated” with re-
pulsive interaction between kinks. These transitions are analogous to those
in the standard FK model. Note only that the limits P±

FM (w) of existing of
an A-phase are determined now by the equation ε(left)k + ε

(right)
k = 0 because
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Fig. 5.14. Phase diagram for harmonically interacting atoms with g = K−1 and
nonsinusoidal substrate potential with β1 = 1, β2 = 1/4, β3 = 1/6, and βp = 0 for
p ≥ 4. Numbers correspond to w, letters describe the type of the GS phase [478].

for an asymmetric GS “left” and “right” kinks should follow one another due
to topological constraint.

The fixed-density FK chain for the double-SG substrate potential was in-
vestigated in details by Black and Satija [488, 506]. They have showed that
the phase diagram in the (β1, β2)-plane for an irrational window number w
is very complex and consists of cascades of pinning-depinning (Aubry) tran-
sitions, where the boundary between two phases has a fractal structure (see
Fig. 5.15). In addition, in the pinned phase the Aubry transitions to depinning
are associated with first-order transitions between two competing (N- and I-)
ground states of the system. This implies the existence of a fractal structure
in the spectrum for the phonon excitations about the possible ground states.
Black and Satija [488] also showed that the fractal phase boundary and the
fractal structure can be accounted for by simple additive rules.

5.4.2 Anharmonic Interatomic Potential

In real physical systems an interaction between particles is not purely har-
monic. For example, a quantum mechanical (“chemical”) bonding of atoms or
molecules can be described approximately by an exponential law. The same
law describes a repulsion of impurity charges screened by substrate electrons
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Fig. 5.15. Phase diagram in the (k2, k1) plane for the fixed-density FK chain
with double-SG substrate potential Vsub(x) = −k1 cosx + 1

4k2 cos 2x. g = 1, w =
(
√

5 − 1)/2, (b) shows the blow-up of the boxed regime in (a). The dashed area
corresponds to unpinned (“truly IC”) configurations [488].

(Debye screening). An unscreened repulsion of charged particles can be de-
scribed by the Coulomb law. Note also a dipole-dipole repulsion of atoms
chemically adsorbed on crystal surfaces [36].

We consider a typical example of anharmonic interactions, the exponential
(Toda) potential,

Ṽint(x) = V0 exp
[
−β

(
x

as
− 1

)]
, (5.118)

where V0 is the interaction energy of two atoms located at the nearest neigh-
boring minima of the substrate potential and β is the dimensionless anhar-
monicity. Here we restrict ourselves by the interaction of nearest neighbors
only to show qualitatively a role of interaction anharmonicity on the phase
diagram. For an anharmonic potential the main parameter of the FK model,

gx = V ′′
int(x), (5.119)

is not constant as it was for the standard FK model. This allows us to inves-
tigate behavior of the system when the concentration θ is a natural variable
of the model, while in the standard FK model the assumption g = Const
restricts the consideration to a small interval of the interatomic distances.

To consider the “free-end” FK chain, we have to introduce an external
pressure Π, i.e., to add a linear attractive branch to the repulsive potential
(5.118),

Vint(x) = Ṽint(x) + x (Π −Π0), (5.120)

where the value Π0 is to be chosen in such a way that for Π = 0 the potential
Vint(x) has the minimum at x = as. Equation (5.120) can be rewritten in the
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form
Vint(x) = Ṽint(x) − x Ṽ ′

int(amin), (5.121)

so that the modified interatomic potential achieves its minimum at x = amin.
Emphasize that for the “fixed-density” chain this modification is unwar-
ranted.

As for the standard FK model, stationary configurations of the anhar-
monic model can be obtained as orbits of an area-preserving map [221]

{
x̃l+1 = x̃l + p̃l,
exp(−βp̃l+1/as) = exp(−βp̃l/as) − (as/βV0) sin x̃l.

(5.122)

The presence of anharmonicity leads to a drastic change in the map, making
it asymmetric with respect to the sign of p̃ (compare Figs. 5.2 and 5.16).
For p̃ < 0 (i.e., for the configurations corresponding to aA < as) the orbits
in plane (x̃, p̃) are much less modulated, due to the “hard-core” repulsion
of the Toda potential (5.118) at x → 0. Otherwise, for p̃ > 0 (aA > as)
most orbits reveal discontinuity, that indicates the breakdown of system’s
integrity (the destruction of KAM-circles), due to decreasing of interaction
forces with increasing of interatomic distances. Thus, at constant V0 and β,
the sliding ground states exist only at large enough irrational values of θ,
while at low values of θ the IC phases are locked. However, the transition by
breaking of analyticity occurs similarly as in the standard FK model [266].
In particular, Lin and Hu [467] have shown that the critical indices in Eq.
(5.81) do not depend on the anharmonicity parameter and are equal to those
of the standard FK model.

The most important result of anharmonicity is the breaking of kink-
antikink symmetry of the standard FK model. This result was firstly obtained
in computer simulation by Milchev and Markov [262],[507]–[509]. Indeed, ef-
fective interaction forces for a kink (in a region of a local contraction) exceed

Fig. 5.16. Orbits of the map (5.19) for β = 4π and (a) V0 = 1.260, (b) V0 =
1.031 [221].
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those for an antikink (in the region of a local extension of the atomic chain).
As a result, at the same values of parameters V0 and β, a kink, as compared
with an antikink, is characterized by a larger value of the creation energy and
by lower values of the effective mass and PN potential height [165]. Analyti-
cally this effect can be described in the following way. Let us consider a kink
with a topological charge σ = ±1 for the trivial reference GS with θ = 1/q,
q being an integer. At the weak-coupling limit, V0 → 0, using the approach
of Sect. 5.2.1, the kink energy can be represented as

εσk � y2 + 2Vint(qas − σy) + Vint(qas − σas + 2σy) − 3Vint(qas), (5.123)

where y is the magnitude of displacements of two atoms located at kink’s
center (see Fig. 5.17). Expanding Vint in small y and then minimizing εσk
with respect to y, we obtain

εσk � [Vint(qas − σas) − Vint(qas)] − [V ′
int(qas − σas) − V ′

int(qas)]
2

[1 + V ′′
int(qas) + 2V ′′

int(qas − σas)]
.

Similarly we can calculate other Π-independent parameters such as the en-
ergy of creation of kink-antikink pair, εpair = ε

(σ=+1)
k + ε

(σ=−1)
k , and the

amplitude of PN barriers, εσPN .

y

qas
(q-σ)as

Fig. 5.17. Kink structure for V0 → 0.

In the opposite case of strong interaction between atoms, V0 → ∞ ,
we can use the continuum approximation of Sect. 5.2.1. (Recall, however,
that if the anharmonicity β exceeds some critical value βcrit, the continuum
approximation breaks down even in the limit V0 → ∞; see Sect. 3.5.1 and
Ref. [266]). In this case the motion equation of the system reduces to the
form [165, 264]

d2u

dx̃2

(
1 − α

du

dx̃

)
= sin u, (5.124)

where

α = − V ′′′
int(qas)

[V ′′
int(qas)]

3/2 . (5.125)
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From Eq. (5.124) it follows that the kink width depends now on the kink
topological charge,

d → dσeff = d
(
1 − π

3
σα

)
, (5.126)

and the kink creation energy is equal to

εσk = −σasV ′
int(qas) + Eσk , (5.127)

where the Π-independent contribution Eσk depends on σ too,

Eσk = 4εs
√
ga

(
1 +

1
12
σα

)
, ga = V ′′

int(qas). (5.128)

Analogously one can calculate the kink effective mass,

mσ = m
(
1 − π

6
σα

)
, (5.129)

and the amplitude of PN potential,

εσPN � εPN (ga) + σ

(
dεPN (g)

dg

)

g=ga

∆g, (5.130)

where the function εPN (g) is given by Eq. (5.58) and ∆g = (2π/3)αga.
The presented above formulas allow us to find kink parameters as func-

tions of the concentration θ in the whole interval 0 ≤ θ < ∞, that is quite
important in investigation of mass transport in the “free-density” FK chain
(see Sect. 7.4 below). Clearly that such functions ϕ(θ) (where ϕ is either m or
εPN ) are defined on a countable set of rational numbers θ (because kinks can
be introduced for C-phases only) taking at each rational θ two values, the left
one, ϕ(θ − 0) ≡ ϕ(σ=−1)(θ), and the right one, ϕ(θ + 0) = ϕ(σ=+1)(θ). How-
ever, for concentrations in the interval 0 ≤ θ < θAubry, where the irrational
value θAubry is introduced as the lowest one which satisfies the inequality
V ′′

int(as/θAubry) > gAubry(θAubry), the functions m(θ) and εPN (θ) may be
made continuous if we consider the IC ground state as the limit of C-phases
with increasing periods. Both functions m(θ) and εPN (θ) monotonically de-
crease from m(0) = ma and εPN (0) = εs to zero as θ varies from 0 to ∞ and,
as was described above, they undergo jumps of a magnitude

∆ϕ(θ) = ϕ(θ − 0) − ϕ(θ + 0) (5.131)

at every rational θ, so that they look like an inverse Devil’s staircase (see
Fig. 5.18). The largest jump occurs for the C-structure with a concentration
θ close to θ∗, where θ∗ is defined by V ′′

int(as/θ
∗) = 1. Besides, for two reference

structures with closely spaced concentrations, a lower jump exhibits the phase
with higher-order structure, i.e. the phase with a larger period a. Such a
behavior is due to that, the interaction between adjacent unit cells rather



182 5 Ground State

Fig. 5.18. Amplitude of
the PN potential εPN vs. θ
for dipole-dipole repulsion
Vint(x) = V0 (as/x)3 at
R = 0.1, 1, 10, and 100,
where R = V0/εs [165].

than between adjacent atoms in one cell is responsible for the jump, because
the splitting of antikink and kink parameters is determined by anharmonicity
of interaction at the distance x = a, so that the anharmonicity obviously
decreases with increasing of the order of structure.

As to the function εpair(θ), its behavior is more irregular. Because the
energy of creation of a kink-antikink pair is also determined by the interaction
of nearest neighboring unit cells and not of atoms, εpair takes larger values for
simpler structures and lower values for higher-order ones. However, εpair(θ)
increases “in average” with increasing of θ due to increasing of the parameter
gaA

= V ′′
int(aA) with decreasing of interatomic distance aA = as/θ.

For the “free-end” FK chain, Eqs. (5.120), (5.121), (5.127), (5.128) help to
construct the global phase diagram of the system. Because the Toda potential
(5.118) is strictly convex, this diagram is topologically similar to that of the
standard FK model (compare Figs. 5.19 and 5.12). Besides, a phase diagram
is to be considered for a whole interval 0 < amin < ∞ due to asymmetry
of anharmonic potentials. For example, let us consider the Frank–van-der-
Merwe boundaries which separate the trivial GS with θ = 1/q from the
cnoidal wave ground states and are determined by the equation εσk = 0. In
the weak-bond limit, V0 → 0, we obtain the relationship

σasṼ
′
int(amin) = ∆Ṽint(qas) +

[∆Ṽ ′
int(qas)]

2
[
1 + Ṽ ′′

int(qas) + 2Ṽ ′′
int(qas − σas)

] , (5.132)

where
∆Ṽint(qas) =

[
Ṽint(qas) − Ṽint(qas − σas)

]
,
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Thus, for the Toda potential (5.118) the FvdM curves are described by the
equation

amin

as
�
(
q − 1

2
σ

)
− ψ(β) + σ

(
V0β

2

a2
s

)(
eβ − 1
β

)
exp

[
β

(
1
2

+
1
2
σ − q

)]
,

(5.133)
where the shift of FvdM boundaries due to anharmonicity is equal to

ψ(β) =
1
2

+
1
β

ln
(1 − e−β)

β
�
{
β/24 if β → 0,
1
2 − 1

β lnβ if β → ∞.
(5.134)

Analogously, in the strong-coupling limit, V0 → ∞, the equation εσk = 0
together with Eqs. (5.121), (5.125), (5.127), (5.128) leads to the relationship

asṼ
′
int(amin) � asṼ

′
int(qas) − 8

√
ga (σ + α/12) . (5.135)

Thus, for the Toda potential (5.118) we obtain an equation

amin ≈ qas − 8
β
eβ(q−1)/2

[
σ
√
K −

(
2
π

− 1
12

)
eβ(q−1)/2K

]
, (5.136)
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Fig. 5.19. Global phase diagrams for anharmonic FK model with Toda (expo-
nential) interatomic potential (schematically). The commensurate phases are nu-
merated by concentration θ = s/q and window number w = {q/s}. The top
horizontal axis is linear in amin, for convenience we draw also the “pressure” Π
(notice that Π-scale is nonlinear), which is connected with amin by relationships
Πas/βV0 = exp [β(1 − amin/as)]−1. The left vertical axis corresponds to K = V −1

0 ,
while the right axis shows V0. Note also that the bottom part of the left axes is
linear in K, while the top part of the right axis is linear in V0.
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where K = 1/V0. The resulting phase diagram is shown in Fig. 5.19.
The FvdM boundaries for the Toda potential were calculated by Milchev

and Markov [262],[507]–[509] and by Byrne and Miller [279]. Besides, Lin
and Hu [467] have calculated the phase diagram of the Toda–FK system and
studied multi-fractal properties of Devil’s staircase.

5.4.3 Nonconvex Interaction

If a real physical interaction has an attractive branch, it is not strictly con-
vex as a rule. As typical examples we may mention the double-well (φ4)
potential investigated by Aubry et al. [510], Marchand et al. [286], Byrne
and Miller [279], the Lennard-Jones potential [279, 511], the Morse poten-
tial [512, 513], and the oscillating potential [282]. All the potentials have one
or more inflation points defined by the equation

V ′′
int(ainf) = 0. (5.137)

Thus, now we are meeting with a model having three (or more) competing
lengths, as, amin and ainf , and an analytical investigation of the problem be-
comes very complicated. However, computer simulation makes it possible to
understand the main aspects of behavior of the FK model with nonconvex
interactions. Namely, it is useful to distinguish between “convex” FK config-
urations, which use only the convex part of Vint(x), from the “nonconvex”
configurations, which use the concave part of Vint(x) at least once in a pe-
riod of the C-phase. In the “convex” region of the phase plane (i.e., in the
region occupied by convex configurations only) a window number uniquely
defines the phase, and transitions among these phases are continuous exhibit-
ing Devil’s-staircase behavior as was described above.

For nonconvex configurations the parameter gl = V ′′
int(xl+1 −xl) becomes

negative at least for some pairs of nearest neighboring atoms, and that,
clearly, drastically changes the system behavior leading to two new aspects.
First , now the window number (or the concentration) does not uniquely
define the structure due to appearance of modulated (polymerized) struc-
tures which, for example, consist of alternating short (“strong”) and long
(“weak”) bonds. The driving force for such a distortion is the decreasing
of energy of distorted GS with respect to undistorted one. The transitions
among these structures are phonon-stimulated and are usually (but not nec-
essary) continuous. These questions were considered already in Sect. 3.5.2
for the “fixed-density” FK chain with θ = 1. The second important aspect is
that for a nonconvex reference C-configuration a kink-kink interaction may
be (and very often is) attractive at least at a certain separation R∗. Now, if
we consider an “excited state” of this configuration as consisting of a regular
array of kinks separated by R∗, the excess energy per kink can be written in
the form ∆ε = εk + vint(R∗). Then, if the interaction energy between kinks
becomes negative for a certain spacial arrangement of the array, vint(R∗) < 0,
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the condition ∆ε ≤ 0 may be fulfilled even for a positive kink creation energy,
εk > 0. Therefore, with changing model parameters such as amin or Π, the
transition between two phases with different window numbers will be dis-
continuous (first-order), and the new phase will arise abruptly with a finite
jump in the kink density. Below we consider in more details two important
examples of nonconvex potentials, the Morse and oscillating ones.

The Morse potential shown in Fig. 5.20, is one of the most important ones
for real physical systems. It is described by the function

Vint(x) = Vmin(e−2Z − 2e−Z), (5.138)

where

Z = κ

(
x

amin
− 1

)
.

The function (5.138) has a minimum at x = amin, Vint(amin) = −Vmin, and
tends to zero (as it should be for a realistic interatomic potential) with in-
creasing the distance x. This potential describes, e.g., a “direct” interaction
between atoms or molecules chemically adsorbed on crystal surfaces [36].
(Note that physically adsorbed rare gas atoms interact via Lennard-Jones
potential, Vint(x) = Vmin

[
(amin/x)

12 − 2 (amin/x)
6
]
, which is qualitatively

similar to the Morse potential). The Morse potential has an inflection point
at

ainf = amin
(
1 + κ−1 ln 2

)
, (5.139)

beyond which (at ainf < x < ∞) it is concave, V ′′
int(x) < 0. Near the minimum

the Morse potential is harmonic,

Vint(x) � −Vmin +
g

2
(x− amin)2, g = 2Vmin(κ/amin)2. (5.140)

Expanding the attractive branch of the Morse potential [i.e., the second form
in r.h.s. of Eq. (5.138)] in Taylor series up to the linear term, one obtains the
Toda potential

V
(Toda)
int (x) = V0

{
exp

[
−β

(
x

as
− 1

)]
+ x

β

as
exp(−βP1) + C

}
(5.141)

with the parameters
V0 = Vmin exp(βP1), (5.142)

β =
√

2κ/(1 + P1), (5.143)

and
C = −(2 + βamin/as) exp(−βP1), (5.144)

where P1 = (amin − as)/as is the natural misfit. Both potentials (5.138)
and (5.141) have the same harmonic approximation (5.140) and the same
repulsive branches, while their attractive branches (as well as third and higher
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derivatives) are different. The comparison of behavior of Morse and Toda FK
chains helps to distinguish anharmonic effects from the nonconvex ones [512].
Namely, the Morse FK model exhibits two phenomena which were absent
in the Toda FK model: the existence of modulated configurations and the
possibility of chain’s rupture at the antikink core in the case of negative
misfits.

0 1 2 3

-1

0

a
inf

 Morse
 Toda
 harmonic

V
in

t(x
)

x/a
min

Fig. 5.20. Morse potential
(solid curve), its harmonic ap-
proximation (dotted curve),
and Toda potential (dot-
dashed curve).

As above, let us begin with the “fixed-density” FK model. Recall that
the harmonic FK chain is characterized by two model parameters, the con-
centration θ (or the mean interatomic distance aA = as/θ) and the elastic
constant g. The anharmonic (e.g., Toda) FK model has three parameters:
θ, the strength of interaction V0 and, additionally, the parameter β which
characterizes the anharmonicity and leads to splitting of kink-antikink char-
acteristics. The Morse-FK chain has four model parameters: θ, Vmin (it plays
a role of the strength of interaction), κ (describes the anharmonicity), and
amin [or, more rigorously, ainf connected with amin by Eq. (5.139)] which
now enters explicitly in the motion equations. Namely the fourth parameter
makes the system behavior more rich and complicated.

First, the nonconvex FK configurations may be distorted, or modulated.
In particular, the trivial configuration with the concentration θ = 1/q and
mean interatomic distance a = qas is nonconvex if a ≤ ainf , or if the misfit
parameter Pq defined in accordance with Eq. (5.4) as

Pq = (amin − qas)/as, (5.145)

is lower than the critical value P (q)
inf ,
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P
(q)
inf = − q

(1 + κ/ ln 2)
, (5.146)

the last expression being obtained with the help of Eqs. (5.139) and (5.145)
where we put ainf = qas [512]. The trivial GS will dimerize (so that short–long
bonds alternate) if

V ′′
int(a) ≤ −1/4. (5.147)

Substitution of Eq. (5.138) into Eq. (5.147) leads to the equation

4gz(1 − 2z) = 1, z ≡ exp
[
−κ

(
qas
amin

− 1
)]

, (5.148)

so that a curve which separates the undistorted GS from the dimerized one
in the (amin, Vmin) plane, is determined by the equation

amin

[(
1 +

ln 4
κ

)
− 1
κ

ln
(

1 +
√

1 − a2
min/κ

2Vmin

)]
= qas. (5.149)

Analogously we can determine the curves separating the trimerized, tetramer-
ized, etc. ground states. They were calculated by Markov and Trayanov [512]
and shown in Fig. 5.21. As seen, they start at Pq = P

(q)
inf . Besides, at

Vmin < V
(crit)
min ≡ (qas/κ)2 no distortion takes place irrespective of the value

of Pq, because a weak interaction favors the undistorted structure.
The second important feature of the “fixed-density” Morse-FK chain is

that it cannot exist if the concentration θ is lower than a critical value θ(crit),
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Fig. 5.21. Phase diagram of Morse-FK system for a fixed value of κ (schematically).
The commensurate GS phases are indicated by concentration θ. To distinguish the
undistorted GS from the dimerized one, we indicated the former by θ = 1
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2 ,

while the dimerized GS is indicated by θ = 2
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4 , etc. [512].
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or if the mean interatomic distance aA exceeds the critical value a(crit)
A =

as/θ
(crit). To show this, let us consider an isolated Morse chain (i.e. without

the substrate potential) and apply the external pressure Π, so that Vint(x)
is replaced by

V
(Π)
int (x) = Vint(x) +Πx. (5.150)

This chain can exist in a compressed state (aA < amin) at Π > 0, while
the expanded GS (with aA > amin) is forbidden. Indeed, at any negative
pressure Π < 0 we have V (Π)

int (x) → −∞ as x → ∞. In a result, the expanded
configuration cannot correspond to the absolute minimum of the potential
energy. (However, expanded configurations may exist as metastable states
at low enough expansive forces). Thus, at any Π < 0 the isolated Morse
chain breaks up into independent semi-infinite chains with free ends, each of
sub-chains taking the GS with aA = amin.

Returning to the chain placed into the substrate potential, it is easy to
guess that now the Morse-FK chain can exist in an expanded state, but
only if the expansion does not exceed a critical value, aA < a

(crit)
A , while

at aA > a
(crit)
A the Morse-FK chain will rupture. To find the value a(crit)

A ,
we first consider the trivial configuration with θ = 1 (or aA = as). Clearly,
this configuration can exist in a compressed state at any value of amin which
exceeds aA ≡ as, because atoms interact via convex repulsive branch of the
Morse potential. Now, let us decrease amin below the value aA ≡ as obtaining
an expanded chain. When amin achieves the value a−

FM which corresponds to
the left FvdM boundary,

(a−
FM − as)/as = P−

FM = −|P−
FM |, (5.151)

the kink creation energy for the configuration θ = 1 becomes equal to zero.
Thus, at amin = a−

FM − δ (where δ = +0) an injection of kinks into the chain
will decrease the system energy. However, in the “fixed-density” FK chain
the creation of kinks of the same topological charge σ = +1 is forbidden due
to topological constrain, kinks can be created by kink-antikink pairs only.
Nevertheless, let us create Np kink-antikink pairs and distribute the kinks
uniformly over the chain, while all antikinks (vacancies) let us take together in
one place of the chain, thus making one large cluster containing Np antikinks.
The kinks distributed in the chain, will decrease the system energy linearly
with Np due to negative kink creation energy, while the energy of the antikink
cluster, Ecluster, will increase with Np. For any convex interatomic potential
this process is energetically unfavorable due to Ecluster ∝ N2

p [for example,
for the standard FK model Ecluster(Np) ≈ 1

2g(Npas)
2]. But for the Morse

potential the cluster energy Ecluster(Np) ≈ Vint(Npas) − Vint(amin) tends to
a finite value (≈ Vmin) which is independent on Np as Np → ∞. Thus, the
described process will be energetically favored at Np → ∞, and an infinite
cluster of vacancies will grow in one place of the chain. This means that one
of the expanded bonds ruptures, and the chain breaks up into two parts.
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So, at amin = a−
FM − δ the chain with θ ≤ 1 cannot exist as a GS because

it will always rupture. (Note, however, that the state θ = 1 can still exist
as a metastable state with further decreasing of amin up to the metastable
limit a−

ms). Further, let us take amin in the interval a−
FM < amin < a+

FM and
will try to construct a chain’s configuration with θ = 1 − δ. This state may
be considered as a cnoidal wave of antikinks. But now all antikinks again
will come together and form one infinite cluster (i.e. rupture), because at
a−
FM < amin < a+

FM the configuration without antikinks has a lower energy
than the cnoidal-wave state, while the energy of rupture is finite. Thus, in
a general case the value a(crit)

A coincides with the value a(free)
A which is equal

to the mean interatomic distance in the “free-end” FK chain with the same
model parameters Vmin, κ and amin.

We should emphasize that for an infinite FK chain the rupture is possible
only for the “fixed-density” chain and only for nonconvex Vint(x) which tends
to a finite value at x → ∞. The “free-end” FK chain will never rupture
because it can shift its free end in order to introduce kinks and to decrease
system energy using the attractive branch of Vint(x). Notice also that the
Toda-FK chain, where Ecluster(Np) ∝ Np, may be ruptured but for larger
values of its expansion.

Now let us consider kink excitations in the Morse-FK model. If the trivial
GS with θ = 1/q is undistorted, we can use the approximate methods de-
scribed above. In particular, in the continuum approximation (Vmin � 1) the
creation energy of a single kink with a topological charge σ is equal to [see
Eqs. (5.125), (5.128), (5.130), (5.138), (5.148)]

εσk �
(

8κ
amin

√
2Vmin

){
1 +

(√
z(2z − 1) − 1

)

+σ
[
π

2
√

2

√
Vminz(z − 1) +

1
4
√

2Vmin

(4z − 1)
3(2z − 1)

]}
, (5.152)

where
z = exp [κ/(1 + q/Pq)] , (5.153)

and Pq is defined by Eq. (5.145). The dependences of εσk on Pq are shown in
Fig. 5.22. It is seen that the energy of antikink creation in the compressed
chain (Pq > 0) is always smaller than the energy of creation of kink in the
expanded chain (Pq < 0) at the same absolute value of the misfit. For small
values of the misfit if |t| � 1, where t ≡ κPq/q, Eqs. (5.152) and (5.153) lead
to

εσk �
(

8κ
amin

√
2Vmin

){
1 + σ

(
π

2
√

2

)√
Vmin

(
1 +

3
2
t

)
t

+
3
2
t

(
1 +

5
12
t

)
+ σ

1
4
√

2Vmin

(
1 − 2

3
t+ t2

)}
. (5.154)
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Fig. 5.22. Kink (σ = +1) and antikink (σ = −1) creation energy εσ
k (normalized by

the harmonic-limit value at P = 0) versus misfit P at a fixed κ for Morse-FK chain
(schematically). The curves cross absissa at the FvdM limits P±

FM . Solid curves
correspond to Vmin = 1, and dashed curves, to Vmin = 4. Chain and dotted lines
illustrate the corresponding harmonic limits [513].

Now we are able to construct the phase diagram for the “free-end” Morse
FK chain without an external pressure Π. Note that this case is simpler
than the “fixed-density” case considered above, because the “free-end” chain
is characterized by three parameters only (Vmin, κ, and amin). In the weak-
bond approximation, Vmin → 0, the FvdM limits of existence of the trivial
GS with θ = 1/q are determined by the equation (5.132),

Vint(qas − σas) − Vint(qas) = [V ′
int(qas − σas) − V ′

int(qas)]
2
, (5.155)

where we have to take σ = +1 in order to obtain the left boundary, and
σ = −1 for the right boundary. From Eq. (5.155) it follows that at Vmin → 0
the ground states with θ = 1/(q− 1) and θ = 1/q are separated by the point
at which

amin = aq ≡ −κas/ ln zq, (5.156)

where zq is a solution of the equation

zq−1(z + 1) = 2e−κ. (5.157)

Thus, the left boundary of the phase θ = 1 is determined by

a1 = − κas
ln(2e−κ − 1)

�
{ 1

2as(1 − 1
2κ) if κ � 1,

−κas/ ln(κc − κ) if κc − κ � 1, (5.158)
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where κc = ln 2, and the right boundary, by

a2 = − κas

ln
[ 1

2

(−1 +
√

1 + 8e−κ)] �
{ 3

2as
(
1 − 1

18κ
)

if κ � 1,
as(1 + κ−1 ln 2) if κ � 1. (5.159)

From Eq. (5.155) it follows that at small Vmin the FvdM boundaries behave
linearly with Vmin (see Fig. 5.21),

amin � aq ± 2Vmin
κ

as
eκ

[ϕ(q − 1) − ϕ(q)]2

(q − 1)ϕ(q − 1) − qϕ(q)
, (5.160)

where
ϕ(q) = exp(−κqas/aq) [eκ exp(−κqas/qq) − 1] . (5.161)

In the strong-coupling limit, where K ≡ 1/Vmin → 0, the FdvM limits are
determined by the equation εσk = 0, where the kink creation energy is given
by Eqs. (5.152) to (5.154). In particular, at |Pq| � 1 it follows

Pσ=±1
FM (q) � q

κas

(
−4σ

√
2K −K

)
. (5.162)

Thus, the FdvM limits corresponded to negative misfit (expansion of the
chain) increase in absolute value with increasing of the anharmonicity κ,
whereas ones corresponded to positive misfit (compression of the chain), de-
crease [509, 512].

The phase diagram for the Morse–FK model is shown schematically in
Fig. 5.21. In the convex regions of the (P,K) plane, i.e., for small values of K,
phase transitions between various phases are continuous and exhibit Devil’s
staircase structure similarly to the classical FK model. In the nonconvex re-
gions, e.g., at negative P below the value Pinf , the transition from the trivial
GS to the cnoidal-wave one may be discontinuous [513], so that the kink den-
sity changes from zero to a certain value by a jump (see Fig. 5.23). Note that
the mean density of kinks is always smaller at negative misfits [509, 512].
As one can see from Fig. 5.21, there exists a value of K above which all
transitions are first order. The regions of first-order and second-order transi-
tions are separated by the boundary layer within which the phase diagram is
exceedingly complicated with structure appearing on very small length scales.

Markov and Trayanov [512] investigated numerically the metastable limits
P±
ms of existing of the trivial configuration with θ = 1 (see Fig. 5.24). They

found that for positive misfits the ratio ν = P+
ms/P

+
FM as a function of

K ≡ 1/Vmin steeply decreases starting from the standard FK value ν = π/2
at K → 0 and going asymptotically to 1 at K → ∞. This means that at
K ≥ 1 the introduction of antikinks beyond the P+

FM boundary takes place
practically without overcoming an energy barrier. At negative misfits, Markov
and Trayanov [512] brought out an interesting effect that the end parts of the
“free-end” Morse-FK chain are always distorted irrespective of the value Vmin
provided P < Pinf , i.e. the ends are modulated even when the middle (“bulk”)
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Fig. 5.23. Mean den-
sity of kinks nk ver-
sus misfit P at a fixed
value of κ for Morse-FK
model (schematically).
Solid curve: Vmin = 2,
|P−

FM | > |Pinf | (non-
convex region), dashed
curve: Vmin = 6,
|P−

FM | < |Pinf | (con-
vex region).

part of the chain is undistorted. This shows that the end atom does not climb
the slopes of the potential well with increasing misfit (in absolute value), and
this excludes the possibility for spontaneous introduction of kinks at the free
end. Therefore, the trivial FK configuration exists as a metastable state at
any value P < Pinf provided the interatomic potential is weak enough. So, the
metastability limit P−

ms below which the trivial configuration cannot exist,
disappears at a point where P−

ms = Pinf (see Fig. 5.24).
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Fig. 5.24. The FvdM
misfit limits P±

FM and the
metastable limits P±

ms of
the Morse-FK model
for the trivial θ = 1
GS at a fixed value of
κ (schematically). K =
1/Vmin. Dashed lines
correspond to harmonic
limit [512].

In some physical situations a “free-end” FK chain may undergo an exter-
nal pressure Π, for example, in the case when the FK system is in contact
with a reservoir of atoms (e.g., the vapor phase for adsorption systems) with
a fixed chemical potential µ, while the length L of the chain is fixed (e.g.,
due to a finite size of the substrate). In this case the Morse-FK model has
four independent parameters [Vmin, κ, amin, and Π; note that now amin is
one of the model parameters, while the minimum of interaction is achieved
at x = a

(Π)
min determined by the equation dV

(Π)
int (x)/dx = 0. Note also that

the variation of Π is restricted by Π ≥ 0]. The phase diagram of this system
can be constructed analogously to the previous case with using the potential
(5.150) instead of the Morse one.
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The theory of the Morse-FK system has an important application in in-
vestigation of crystal growth. In particular, in the design of novel devices it
is necessary to form an epitaxial interface where misfit dislocations are to be
avoided at any cost [514], so that the pseudomorphic state of the film should
have the atomic spacing of the overgrowth which is exactly equal to the spac-
ing of substrate atoms. The phase diagram of Fig. 5.21 predicts that in this
case we have to choose the combination of substrate and overlayer crystal for
which the natural misfit P1 is negative rather then positive [509, 512].

Another interesting example of the nonconvex interatomic interaction is
an oscillating potential

Vint(x) = g [1 − cos(x− amin)]. (5.163)

The FK model with the potential (5.163) describes a one-dimensional sys-
tem of classical planar spins with nearest-neighbor chiral interactions in the
presence of an external magnetic field. Besides, oscillating potentials arise in
the Ruderman-Kittel interaction of magnetic impurities in metals as well as
in the “indirect” interaction of atoms adsorbed on a metal surface [36].

Fig. 5.25. Phase diagram
of the FK model with
oscillating interatomic
potential (5.163) in the
(P,K) plane. The phases
are numerated by window
number w [282].

The global phase diagram of the “free-end” FK model (5.163) was calcu-
lated by Yokoi et al. [282] using the effective potential method (see Fig. 5.25).
In the convex region of the phase diagram, i.e. atK → 0 (g → ∞) in Fig. 5.25,
the model behavior is similar to that of the standard FK system, with con-
tinuous transitions between various phases. When the value of g decreases,
the lock-in effect on the C-phases becomes stronger and eventually forces the
system to make use of the concave part of Vint(x). In the nonconvex region the
modulated phases appear (see the trivial GS with w = 1

2 and the modulated
one indicated by w = 2

4 in Fig. 5.25). The kinks shape in this region may
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exhibit oscillatory exponential decay, leading to the kink-kink interaction en-
ergy which alternates in sign as a function of the distance between them. In
a result, the transitions, e.g., 0 ↔ 1

4 and 0 ↔ 1
3 are first order because they

are driven by the creation of kinks with attractive interaction between them.
Note that in this model the phonon-stimulated transition 1

2 ↔ 2
4 is discontin-

uous too. As g is further decreased, more and more phases disappear through
the lock-in process and eventually we are left with only a finite number of
phases. Finally, for g < 1

4 the only trivial GS exists.
An important additional feature of the nonconvex models is the presence

of an infinite number of super-degenerate points on the phase diagram, many
of which are multi-phase points (see details in Refs. [282, 286]). At these
points the GS consists of noninteracting zero-energy kinks with finite kink’s
density, so that different phases share a common value of the energy. There-
fore, at these points the system has residual entropy and violates the third
law of thermodynamics.

Thus, the behavior of the one-dimensional FK model with nonsinusoidal
substrate potential and nonconvex interatomic interactions may be extremely
complicated even at zero temperature. In the next section we will consider
the properties of the model if the temperature is nonzero.



6 Statistical Mechanics

In all previous chapters we discussed an isolated FK chain. In the continuum
approximation, the motion equations for such a model reduce to the inte-
grable SG equation exhibiting regular dynamics. In constrast, the discrete
FK model is not integrable and, in general, its dynamics can be chaotic.
When the total energy of the chain is lower than a threshold energy, the
system motion is almost regular and the chaotic layers in the phase space
are exponentially small. However, for higher energies the system dynamics
becomes mostly stochastic, and in the stochastic regime the system rapidly
approaches energy equipartition. Then the dynamics of the FK chain should
be described by the methods of statistical mechanics, which is the subject of
the present chapter.

6.1 Introductory Remarks

The FK model describes a Hamiltonian system and, as usual for such systems,
there exists a threshold energy Eth ∝ a2

A (see, e.g., Ref. [515]) such that
when the total energy of the chain is lower than the threshold one, i.e. E <
Eth, the dynamics of the system is almost regular (i.e. the chaotic layers are
exponentially small), while at higher energies, when E > Eth, the system
dynamics is mostly stochastic. Goedde et al. [515] demonstrated that this
transition is rather sharp, and the system rapidly approaches the energy
equipartition in the stochastic regime. As a result, this type of the dynamics
of the FK chain should be described by statistical mechanics.

Besides, in most of the physical applications of the FK model the atomic
chain it describes is not an isolated object but only a part of the whole
system. Therefore, there always exists an energy exchange between the FK
chain and the substrate, so the chain should be considered as being in contact
with a thermal bath, being analyzed by employing the methods of statistical
mechanics.

Peierls [516] was the first who had shown that at any temperature T �= 0 a
long-range order in one-dimensional systems cannot exist; any ordered state
is always destroyed by thermal fluctuations. Therefore, the phase diagram
of the FK model at T �= 0 looks simple: there exists only one (disordered)
phase and only one phase transition, the continuous order-disorder transition
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at the critical temperature Tc = 0. Nevertheless, since the pioneering work of
Krumhansl and Schrieffer [517], statistical mechanics of FK-type models is
studied very intensively (see, e.g., Refs. [518, 519] to cite a few). This interest
is stimulated by the following reasons:

1. A T �= 0 behavior of a condensed-matter system can be understood in
terms of its low-energy excitations. In the limit of strong coupling when
the SG equation becomes valid, i.e. g → ∞, the system is exactly in-
tegrable by the inverse scattering transform, i.e. there exists a canon-
ical transform to the generalized action-angle variables which classifies
all types of elementary excitations. Thus, the FK chain in the strong-
coupling limit is ideally suited for the phenomenological formulation
of classical statistical mechanics of nonlinear systems, because, on the
one hand, it is a system of strong-interacting atoms, while on the other
hand, it may be rigorously treated as a system of weak-interacting quasi-
particles.

2. In the opposite case of weak interatomic interactions, g � 1, the FK
model is far from an integrable system. In this case, the standard map
of the model exhibits an infinite (uncountable) number of chaotic orbits.
An uncountable fraction of these orbits corresponds to metastable states,
which describe the FK configurations with randomly pinned kinks. Thus,
excited states of the model are spatially disordered and, therefore, the
FK model is a natural physical system to study the glass-like behavior
of amorphous solids. Moreover, it is the only model where, to the best
of our knowledge, the glass-like behavior emerges intrinsically not being
introduced artificially.

3. Due to the one-dimensional nature of the FK model, it has a formally
exact solution which is given by the transfer-integral method. Thus, the
model is an ideal base to check validity of different approximate methods
used in the study of nonlinear systems.

4. Finally, the behavior of the model at T �= 0 is important for its numerous
physical applications, as discussed above.

We begin with introducing the general formalism and basic notations
which will are used throughout this Chapter. Below, we restrict our study by
the case of interatomic potential with the equilibrium distance amin = as, so
that the dimensionless concentration θ is assumed to be close to 1. Usually we
consider θ ≤ 1, but this assumption is not important due to the kink-antikink
symmetry. The physical picture developed below can be applied equally well
to the dynamics near of any zero-temperature C-phase with θ �= 1 taken as
a reference structure. The only difference is that in the latter case we have
to use the phonon spectrum corresponding to the given C-phase, and the
formalism of “superkinks” instead of that of kinks.
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6.2 General Formalism

First, we introduce the general formalism and basic notations which will
are used throughout this Chapter. We notice that when θ < 1 the T = 0
the ground state of the model is described by a cnoidal wave of antikinks
constructed on the trivial reference phase with θ0 = 1. We denote the total
number of these “residual” (“geometrical”) kinks by Nw. At Nw > 0 the
value

w̃ = Nw/N (6.1)

coincides with the window number w defined above in Eq. (5.3). Thus, we
have to consider the FK chain of the length

L = Mas, (6.2)

which possesses the total topological charge Nw and has N atoms on M sites
of the potential minima, where

M = N +Nw. (6.3)

When the system temperature is nonzero, the residual kinks are supple-
mented by thermally exited kink-antikink pairs, the number of which we
denote by Npair. So, a system state at T �= 0 is characterized by Nb phonons
and/or breathers (the “breather problem” is discussed in the next section),
Nk kinks and Nk̄ antikinks (Nk = Npair and Nk̄ = Npair + Nw at Nw > 0,
while at Nw < 0 we have to put Nk = Npair − Nw and Nk̄ = Npair ). It is
useful to introduce also the total number of kinks,

Ntot = Nk +Nk̄ = 2Npair + |Nw|, (6.4)

and the corresponding concentrations, nx = Nx/L, where the index “x”
means either “w”, “pair”, “k”, “k̄”, “tot”, or “b”.

For the “fixed-density” FK chain, where the values N and L are fixed
by imposing the periodic boundary condition, xN+1 = x1 + L, the proper
thermodynamic description of the models is in terms of the Helmholtz free
energy

F (T,L,N) = −kBT lnZ(T,L,N), (6.5)

where kB is Boltzman constant, and Z describes the canonical ensemble,

Z(T,L,N) =
∑

{ξi}
exp [−βE({ξi}] , (6.6)

β = 1/kBT , E is the total energy of the system in the state characterized by
independent coordinates ξi in the phase space.

For the “free-end” FK chain, when the system is subjected to an external
pressure Π, we have to calculate the partition function
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Y (T,Π,N) =
∫ ∞

0
dL Z(T,L,N) exp(−βΠL), (6.7)

and the corresponding thermodynamic potential is the Gibbs free energy

G(T,Π,N) = −kBT lnY (T,Π,N) = F +ΠL. (6.8)

The Gibbs energy allows us to find an equilibrium length of the chain gener-
ated by the pressure Π,

〈L〉 =
(
∂G

∂Π

)

T,N

. (6.9)

From Eqs. (6.1), (6.2), (6.3), and (6.9) it follows that the mean window
number is determined by

〈w̃〉 = −1 +
1
L0

(
∂G

∂Π

)

T,N

, (6.10)

where L0 = Nas is the chain’s length at Π = 0.
Other thermodynamic potentials can be determined in a standard way:

the system entropy is defined by

S(E,L,N) = −
(
∂F

∂T

)

L,N

= −
(
∂G

∂T

)

Π,N

, (6.11)

and the total energy is equal to

E(S,L,N) = F + TS =
[
∂(βF )
∂β

]

L,N

. (6.12)

Besides, the chemical potential is introduced as

µ =
(
∂F

∂N

)

T,L

=
(
∂G

∂N

)

T,Π

=
(
∂E

∂N

)

S,L

, (6.13)

and the specific heat per one atom, as

cN =
1
N

dE

dT
= − T

N

(
∂2F

∂T 2

)

L,N

. (6.14)

A major role in static and dynamic behavior of the model plays a dimen-
sionless susceptibility χ which is defined as

χ =
〈(∆Ñ)2〉

〈Ñ〉 , (6.15)

where Ñ is the number of atoms on a fixed length L̃, d � L̃ � L, and
∆Ñ = Ñ − 〈Ñ〉 is the fluctuation of Ñ . As is well known, for noninteracting
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atoms (i.e., in limits g → 0 or T → ∞) we have χ = 1, so the deviation of χ
from 1 describes the role of nonlinear interactions. In a standard way χ can
be expressed through the chemical potential µ,

χ =

{
βN

(
∂µ

∂N

)

T,L

}−1

, (6.16)

or through the atomic concentration n = N/L,

χ = kBT

(
∂〈n〉
∂Π

)

T,L

. (6.17)

For the “free-end” FK chain it is also convenient to define χ through the
window number w̃,

χ = −kBTasn2
(
∂〈w̃〉
∂Π

)

T,N

= −kBT n
2

N

(
∂2G

∂Π2

)

T,N

. (6.18)

Notice that everywhere in this section the thermodynamic limit N,L → ∞
is implied.

At low temperatures, kBT � εk, and zero window number, Nw = 0,
all the thermodynamic functions are dominated by phonon contributions,
since the density of thermally excited kinks is exponentially small. Using the
dispersion law for the FK optical phonons, ω2(κ) = ω2

0 +2g(1− cosκ), |κ| ≤
π, we obtain

F
(0)
ph = NkBT

∫ +π

−π

dκ

2π
ln[βh̄ω(κ)]

= NkBT ln
(
βh̄

√
g/ma + ω0(ω0 + ωmax)/2

)
, (6.19)

sN ≡ S/N = kB

[
1 − ln

(
βh̄

√
g/ma + ω0(ω0 + ωmax)/2

)]
, (6.20)

εN ≡ E/N = kBT, (6.21)

µ = kBT ln
(
βh̄

√
g/ma + ω0(ω0 + ωmax)/2

)
, (6.22)

cN = kB (the Dulong-Petit law), (6.23)

χ = kBT

/
a2
s

(
g +

1
3
ω2

0N
2
)

→ 0 for N → ∞, (6.24)

where ωmax =
√
ω2

0 + 4g and ω0 = 1 for the standard FK model. Anharmonic
corrections to the phonon contributions can be calculated by a standard
perturbation theory if the potential δV (u) = Vsub(u)−(1/2)maω

2
0u

2 is treated
as a small perturbation [520].
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However, even at low temperatures, kinks are quite important for several
features of the FK system. First of all, namely thermally excited kink-antikink
pairs destroy the long-range order of a regular FK configuration. As can be
seen in Fig. 6.1, where the mean window number 〈w̃〉 is plotted against the
pressure Π, at any T �= 0 the Devil’s staircase is washed out by thermal fluc-
tuations. However, even at modest temperatures, kBT ≤ εk, a few of steps of
the Devil’s staircase continue to be well defined, i.e., those at w = 0, 1

2 ,
1
3 . As

will be shown in Sect. 6.5.4, the “melting” temperature Tm for the structure
with a concentration θ depends on the “superkink” creation energy Eσk (θ,Π),
kBTm(θ) � Eσk (θ,Π). Recall, first, that the value Eσk decreases as the “order”
of the C-phase (i.e. the number of atom per elementary cell) increases, and
second, that the energy to create a kink is largest at the center of a Devil’s
staircase step and goes to zero as the edges of a step are approached (i.e. at
the points where the FvdM transitions occur). Thus, with increasing of sys-
tem temperature, C-phases characterized by complex unit cells are destroyed
first, while the simplest (trivial) C-phase with w = 0 (θ = 1) is the last that
destroy. Besides, kinks give the main contribution to the susceptibility χ and
to “kink-sensitive” static correlation functions as well as they lead to an es-
sential contribution to other thermodynamic properties (for example, kinks
are responsible for a Schottky-type peak in the temperature dependence of
the specific heat).

Fig. 6.1. Mean window number
〈w̃〉 as a function of the parame-
ter P = Π/gas for the standard
FK model with g = 1 at differ-
ent temperatures: β = 100 (solid
curve), β = 1 (dashed curve), and
β = 0 (dotted curve). The de-
pendences were calculated by the
transfer-integral technique [521].

In the weak-coupling limit, g � 1, the low-temperature behavior of the
FK model is quite interesting due to strong pinning effects. In this case the
kinks can be treated as quasi-particles within the framework of a lattice-gas
model with small exponentially decaying interaction of particles. The model
exhibits a glass–like behavior with fractal structure of excitation spectrum.
As will be shown, the FK model at g � 1 gives the microscopic justification
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of the “two-level“ system with low gaps, the existence of which was assumed
artificially in description of disordered systems [522, 523]. Therefore, the g �
1 FK model may be used to explain the low-temperature peak in specific heat
of amorphous solids.

When the temperature is not small, kBT ≥ εk, the number of thermally
excited kinks is large, Npair ∼ N , and the kink-lattice picture breaks down.
In the limit T → ∞ the substrate potential Vsub(x) becomes gradually irrel-
evant, because it is bounded from below and above. Thus, as a zero approx-
imation we can take the harmonic Hamiltonian (aA = L/N)

H0 =
∑

l

{
1
2
ẋ2
l +

g

2
(xl+1 − xl − aA)2

}
+E0, E0 =

g

2
N(aA − as)2, (6.25)

which describes acoustic phonons with the dispersion law ω2(k) =
2g [1 − cos(kaA)], where |k| ≤ π/aA Then, zero-order thermodynamic char-
acteristics are:

F = NkBT ln
(
βh̄

√
g/ma

)
+ E0, (6.26)

sN = kB

[
1 − ln

(
βh̄

√
g/ma

)]
, (6.27)

εN = kBT +
g

2
(aA − as)2, (6.28)

µ = kBT ln
(
βh̄

√
g/ma

)
+

1
2
g(aA − as)2, (6.29)

cN = kB , (6.30)

χ = kBT/ga
2
A. (6.31)

The single-site potential Vsub(x) can be treated as a small perturbation [520]
which leads, for example, to a correction in the specific heat,

cN ≈ kB

(
1 +

1
2
β2
)
. (6.32)

Notice that the susceptibility (6.31) has an nonphysical behavior in the limit
T/g → ∞. The reason is that mutual atomic displacements are not small,
and the harmonic approximation for Vint(x) is not adequate in this case. The
account of anharmonicity of interatomic potential restores the correct limit
χ → 1 as T → ∞.

To conclude the introductionary remarks, note that statistical mechanics
assumes the applicability of Boltzmann’s hypothesis of molecular chaos, or
the equal sharing of energy between system degrees of freedom. Of course,
the validity of this assumption has not been proved. Moreover, in the limit
g → ∞ the SG system itself does not approach the thermal equilibrium since
it is the integrable system. We postpone a discussion of this question to the
next section because the mechanism of thermalization does not play a role
in equilibrium properties of the system (however, it is quite important for
dynamical behavior of the model). In this section we simply assume that the
FK chain is embedded in a temperature reservoir at a temperature T .
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6.3 Weak-Bond Limit: Glass-Like Properties

Due to discreteness effects the FK model always has stable configurations
corresponding to minima of the system potential energy. One of these config-
urations is the ground state of the system, while others describe metastable
states. We will call the metastable states by the configurational excitations
of the system in order to distinguish them from dynamical excitations such
as phonons, breathers, and moving kinks [Vallet et al. [528] prefer to use a
more rigorous name “discommensurations” for these metastable excitations].
At g = 0 the number Ω of configurational excitations of the “fixed-density”
FK chain is equal to Ω0 = N !/M !(N − M)! − 1. With g increasing, Ω de-
creases up to zero either at g = ∞ (for the commensurate structure), or at
g = gAubry (in the case of incommensurate concentration, see Ref. [524], when
εPN = 0 as shown in Fig. 6.2).

Fig. 6.2. Number of
configurational excita-
tions Ω against g for
the fixed-density FK
chain with N/M =
13/17 [525].

Naturally, the following questions emerge: (i) what is a nature of configu-
rational excitations, (ii) what is their energy distribution, and (iii) how large
is the contribution of these excitations to thermodynamic characteristics.

These questions can be answered by reducing the FK model to a lattice-
gas model, considering strongly pinned kinks as quasi-particles subjected to
the periodic PN potential.

6.3.1 Ising-Like Model

Let us numerate the minima of the substrate potential Vsub(x) by an index
j, j = 1, 2, . . . ,M , and introduce instead of the atomic coordinate xl, where
l is the number of atom, two new variables, the number of the well occupied
by the atom l,
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jl = int
(
xl
as

+
1
2

)
, (6.33)

and the displacement of this atom from the well bottom,

wl = xl − jlas. (6.34)

From the definition (6.34) it follows that

|wl| < as/2. (6.35)

For a given consequence {jl} the corresponding set {wl} is uniquely deter-
mined by a solution of the stationary equations

∂U

∂wl
= 0, (6.36)

where U ({xl}) ≡ U ({jl}, {wl}) is the system potential energy. Therefore, all
configurational excitations are uniquely specified by a sequence of increasing
integers {jl}. Thus, when we neglect by dynamical excitations of the system,
the FK model is reduced to a lattice-gas-like model. Further, let us consider
the fixed-density FK chain with a concentration θ < 1, and assume that each
well can be occupied by not more than one atom. Now, instead of the set
{jl}, it will be more convenient to use a set {sl}, where sl = 0, 1, 2, . . . is
defined as the number of empty potential wells which lie between the l-th
and (l + 1)-th atoms. From the relationship N(1 + 〈sl〉) = M we obtain

〈sl〉 ≡ 1
N

N∑

l=1

sl =
(1 − θ)
θ

. (6.37)

So, in this way we come to a spin-like model with constant magnetization [525,
526].

Clearly, the set {jl} corresponded to a configurational excitation, is not
an arbitrary sequence of integer numbers. Some of sequences which lead to
too large displacements wl, |wl| > 1

2as, are to be excluded. Approximately
this restriction may be fulfilled if we neglect the configurations with too
large deviations of sl from the average value 〈sl〉 given by Eq. (6.37), i.e.,
if we restrict the available values of sl by the interval 〈sl〉 − 1

2∆s ≤ sl ≤
〈sl〉+ 1

2∆s. The length ∆s of this interval is to be decreased with increasing of
the parameter g. In particular, at g � 1 and 0.7 < θ < 1 it seems reasonable
to assume that sl can only be either 0 or 1, so that the FK model reduces to
Ising-like model.

To find the parameters of this spin-like model, we have to solve Eqs.
(6.36). At g � 1 the displacements wl are expected to be small, |wl| � 1

2as,
and we may approximate the substrate potential Vsub(x) by an expression

Vsub(xl) � 1
2
ω2

0w
2
l . (6.38)
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In a result, the motion equation (6.36) becomes linear in wl and, therefore,
it can be solved by standard methods [525, 527]. Note, however, that the
approximation ( 6.38) does not allow for atoms to move from one potential
well to nearest wells and, therefore, this simplified model cannot be used to
describe dynamical properties such as mass transport along the FK chain.

Using Eqs. (6.34), (6.38), and the relation jl+1 = jl+1+sl, the stationary
equation (6.36) takes the form

wl+1 − 2hwl + wl−1 = φl (6.39)

with
φl = as(sl−1 − sl), (6.40)

h = 1 + ω2
0/2g. (6.41)

Introducing the Green function G of the difference operator of the left-hand
side of Eq. (6.39), the solution of Eq. (6.39) can be written as

wl =
∑

l′
G(l − l′)φl′ . (6.42)

The Fourier transform of Green function can be easily obtained,

G̃(κ) ≡
∑

l

G(l)eiκl = −[2(h− cosκ)]−1, |κ| ≤ π, (6.43)

from which one gets by contour integration the Green function G(l),

G(l) ≡ 1
2π

∫ +π

−π
dκ G̃(κ) e−iκl = −1

2
1√

h2 − 1

(
h−

√
h2 − 1

)|l|
. (6.44)

Then, substituting Eq. (6.42) with Eqs. (6.40) and (6.44) into the expression
for the potential energy and omitting constant terms, we finally obtain [525]

U =
∑

l<l′
I(l − l′) slsl′ , (6.45)

where
I(l) = I0 exp (−|l|as/λ) (6.46)

with
I0 = ga2

sω0/ωmax � ga2
s/(1 + 2g) (6.47)

and

λ = −as
/

ln
(
ωmax − ω0

ωmax + ω0

)
≈ −as/ ln g, (6.48)

ωmax =
√
ω2

0 + 4g � 1 + 2g. (6.49)

So, we have obtained the Ising-like model with exponentially decaying cou-
pling constant. Physical interpretation of Eq. (6.45) is trivial if we recall that
sl means the number of antikinks and I(l) describes the antikink-antikink
repulsion at g � 1.
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6.3.2 Configurational Excitations

Configurational excitations of the FK model, {xl}, may be considered as ele-
ments of a set C̃. According to Sect. 6.3.1, at g � 1 the state C̃ is isomorphic
approximately to the set M̃ consisting of configurations {sl} of a spin-like
model (6.45). In the set M̃ we may define the Bernoulli shift Ŝ : M̃ → M̃ as
(Ŝs)l = sl+1. The equivalent operator in the set C̃ is the mapping operator
T̂ : C̃ → C̃ defined as (T̂ Y )l = Yl+1. The model with Bernoulli shift is a
classical one exhibiting purely chaotic behavior [474]. Note, however, that
due to the restriction (6.35) which forbids some of the configurations, the set
M̃ forms now a Cantor set [527]–[529].

The set M̃ consists of a countable set of regular (crystalline) configura-
tions, an uncountable set of “truly chaotic” (p-normal) configurations and,
also, of “mixing” configurations where, for example, a subsequence {skm}
is regular (for a fixed integer k and all integer m) while the values sl for
l �= km are random. For the Ising-like model the p-normal configuration may
be defined as a random sequence sl of 1’s with probability p and 0’s with
probability 1 − p, so that each possible finite subsequence of the doubly infi-
nite sequence {sl} appears with probability pn1(1 − p)n2 if n1 and n2 denote
the number of 1 and 0, respectively, appearing in the subsequence. Clearly,
for the fixed-density FK chain the probability p coincides with the average
value 〈sl〉 given by Eq. (6.37). Note that the p-normality implies that sl and
sl′ for l �= l′ are uncorrelated.

Equations (6.34), (6.40), and (6.42) allow us to reconstruct the metastable
configurations of the FK model which correspond to the p-normal configu-
rations of the Ising-like model. In particular, Reichert and Schilling [527]
have calculated the distribution function Ql(x) of the l-th nearest-neighbor
distances and the pair distribution function Q(x) =

∑∞
l=1Qj(x). They

showed that these functions have a typical glass-like behavior. Namely,
Q(x) exhibits a short-range order, i.e., there are more or less pronounced
nearest-, next-nearest-, etc. neighbor peaks, and each of these peaks itself
can be resolved into finer peaks. However, the long-range order is absent,
limx→∞Q(x) = n ≡ N/L.

A detailed numerical study of the low-energy configurational excitations of
the classical FK model with the golden-mean window number w = (

√
5−1)/2

below the Aubry transition point (g < gAubry) has been performed by Zhirov
et al. [530]. They obtained the following interesting results:

1. The total number of configurational excitations grows exponentially with
the length of the FK chain;

2. The energies of these configurations are organized in bands as shown
in Fig. 6.3. The low-energy bands have the width much smaller than the
distance between bands, while at higher energies the band width increases
and eventually nearest bands almost merge into each other. With the
increase of K ≡ g−1 each band is shifted to lower values in energy, but
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the number of states (counted per one atom) in each band is practically
independent of K;

3. The number of bands becomes larger with K increasing, and the energies
of lowest bands approach exponentially the ground state energy with
increasing of the parameter K or the chain length (see Fig. 6.4). If the
bands are labelled by the index k in order of increasing energy, then the
average energy of k-th low-energy band may be described by an empirical
formula

〈∆Uk〉 ≈ C exp
(
−αwkN

√
βk + λ2

)
, (6.50)

where w = (
√

5 − 1)/2 is the window number, N is the number of
atoms in the chain, the numerical values of parameters are α ≈ 0.59,
C ≈ 1, β ≈ 0.12, and λ is the Lyapunov exponent of the standard
map (5.18) computed on the invariant Cantor set of orbits [λ describes
also the phonon gap in the spectrum due to which any static displace-
ment perturbation δxi0 of atom i0 decays exponentially along the chain,
δxi ∝ exp(−λ|i− i0|)];

4. The energies of the configurational excitations form a fractal quasi-
degenerate band structure as demonstrated in Fig. 6.5. The fractal struc-
ture becomes deeper and deeper with the increase of the chain length.

Fig. 6.3. Integrated number of
metastable configurational states
Ncs (per particle) as a function of
the energy difference ∆U between
Ei and the GS energy EGS, for
θ = 89/55 and K = 5 and K = 2,
where K ≡ g−1. Horizontal dashed
lines show the border between the
energy bands [530].

To explain the hierarchical structure of configurational excitations, Zhi-
rov et al. [530] used the observation that in the ground state a considerable
amount of atoms is located very close to the bottoms of the substrate poten-
tial. One can see from Fig. 6.6 (left panel) that the values of small deviations
are grouped into three well resolved hierarchical levels, and separations along
the chain for these atoms are also ordered: the two atoms closest to the bot-
toms (|∆x| ≈ 5 10−25) are separated by the distances 55 and 89, eight atoms
(including the previous two) with deviations |∆x| ≤ 3 10−6, by the distances
13 and 21, and 34 atoms with deviations |∆x| ≤ 10−1, by the distances 3
and 5 (notice that all these separations form the Fibonacci sequence sn, see
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N

Fig. 6.4. Left panel: band energy spectrum vs. the parameter K (upper scale) and
the phonon gap λ (lower scale) for θ = 89/55. Right panel: the band energies vs.
the chain length (i.e., for N/M =13/8, 21/13, 34/21, 55/34, 89/55, 144/89, and
233/144). The bands are marked by filled areas. The dashed curves correspond to
the semi-empirical expression (6.50) [530].

Fig. 6.5. Fractal energy band structure of
the third excited band for the chain with
K = 4 and θ = 89/55. Shown are four hi-
erarchical levels with growing resolution.
Here U is the energy per atom and Umin

stands for the energy of the most left band
in each panel. Vertical scale Ncs gives the
integrated number of metastable configu-
rations counted from the bottom of the
most left band in each panel. The vertical
magnification increases in ten times from
left to right [530].

Sect. 5.1). In what follows let us call the atoms lying very close to the well bot-
toms by the “glue” atoms (g-atoms), because the tension forces acting from
both sides of any such atom approximately compensate each other. Now, let
us cut the chain at glue atoms into fragments, or “bricks”. The lowest level of
the hierarchy shown in Fig. 6.6 (with deviations |∆x| ≤ 10−1), is built up by
bricks of two types consisting of 2 and 4 atoms respectively, so that a 8-atomic
brick can be denoted as 8 = (g2g4). The next level of the hierarchy (with
deviations |∆x| ≤ 3 10−6) has bricks 12 = (4g2g4) and 20 = (4g2g4g2g4), the
third level of the hierarchy (with deviations |∆x| ≤ 10−24) is composed by
the bricks 54 = (20g12g20) and 88 = (20g12g20g12g20), and so on: if a given
level of hierarchy is composed by bricks A and B (with A < B), then the next
level should be built by bricks A′ = (BgAgB) and B′ = (BgAgBgAgB).

Now, if we interchange two different bricks, the brick’s ends will be
only slightly distorted, and the system energy will change on an amount
∆E ∝ (∆x)2. An example of the configurational excitation obtained from
the GS by a brick’s permutation at the third hierarchical level is shown in
Fig. 6.6 (right panel) [notice that for the first two levels of hierarchy, the
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Fig. 6.6. Absolute value of the particle deviations from the nearest bottom of the
substrate potential vs. the atomic number for θ = 144/89 and K = 2. The left panel
is for the ground state, while the right panel corresponds to an excited configuration
taken from the first excited energy band with ∆U ∼ 10−20, when the deviations of
glue atoms from the well bottoms are |∆x| ≤ 10−10 (dashed line) [530].

deviations of glue atoms from the well bottoms are practically the same as in
the GS, while at the third hierarchical level (below the dashed line in Fig. 6.6)
the deviations of two glue atoms become considerably larger than the ones in
the GS]. Since the glue particle deviations are exponentially small and hierar-
chically ordered, then the corresponding energies of configurations obtained
by brick’s interchange, are also exponentially small and ordered. The energy
change caused by brick’s permutation depends on the level of the hierarchy
inside which the permutation is done. An analytical approach [530] yields
an estimation ∆U ∝ exp(−2λnmin), where nmin is the number of atoms in
the smaller brick at the given level of hierarchy. Moreover, the number of
configurations at any level of the hierarchy is combinatorially large, thus the
number of configurational excitations grows exponentially with the length of
the chain, and most of them are disordered (chaotic).

6.3.3 Two-Level Systems and Specific Heat

To consider energy distribution of configurational excitations, we will fol-
low the works of Pietronero and Strässler [526], Pietronero et al. [531], and
Reichert and Schilling [527]. Let us define the differences

∆(i,i′) = Ei − Ei′ , (6.51)

where Ei = E
({
x

(i)
l

})
is the potential energy of the i-th metastable state.

The values ∆(i,i′) may be positive or negative on account of the metastability
of the configuration i. From the previous discussion it is clear that ∆(i,i′) form
a spectrum which is a Cantor set symmetric to zero.

Indeed, the simplest way to obtain a new configuration {x′
l} from a given

{xl} is just to move one of atoms over a potential barrier of the substrate
potential to the nearest neighbor empty potential well with all other atoms
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fixed and then relaxing the chain. The obtained two sequences {jl} and {j′
l}

differ only for one number, while the atomic positions wl and w′
l of course

differ for all l but converge exponentially to each other for l → ±∞. At
θ < 1, when the variables sl take 0 or 1 only, it is more convenient to denote
a configuration by a set of integersmk, wheremk is the number of consecutive
occupied wells following the k-th empty well. For example, the configuration
. . .m1;m2;m3; . . . means that there is a vacancy, then m1 occupied wells, a
vacancy, m2 occupied wells, a vacancy, m3 occupied wells, etc. Clearly that

〈m〉 = (1 − θ)−1. (6.52)

Using this definition, the simplest transition {xl} → {x′
l} is described as

. . .m1;m2;m3;m4; . . . → . . . ;m1;m2 − 1;m3 + 1;m4; . . . . (6.53)

According to the Ising Hamiltonian (6.45), (6.46), this transition gives the
energy difference

∆ = ∆1 +∆2 + . . . (6.54)

with
∆1 = I(m2 − 1) + I(m3 + 1) − I(m2) − I(m3), (6.55)

∆2 = I(m2 − 1 +m1) + I(m3 + 1 +m4) − I(m1 +m2) − I(m3 +m4), (6.56)

etc. Because of the exponential decay of the Ising constant I(m), we have
∆1 � ∆2 � . . ., and

∆n � I0(as/λ)2 exp (−n〈m〉as/λ) . (6.57)

As seen, for the configuration with m2 = m3 we have ∆ � ∆1. However, if
m2 = m3 +1, then ∆1 = 0, i.e. this configuration is degenerated with respect
to the nearest-neighbor interaction of holes, and the main contribution to
∆ comes from the interaction of second neighbors, so that ∆ � ∆2. In this
way it is clear that the energy spectrum exhibits a hierarchy of “two-level
systems” with energy gaps distributed around ∆1, ∆2, . . . Analogously, for
each configuration i with energy Ei there exists a set of other configurations
i′ with energy Ei′ where each {j(i′)l } differs from {j(i)l } only locally by one
or more numbers, and the transition i → i′ represents the excitation of a
two-level system with excitation energy ∆(i,i′) = Ei − E′

i. Note that a more
detailed investigation [527] shows a scaling behavior of distribution of ∆(i,i′).

Now let us shortly discuss the density of configurational excitations at
different concentrations θ. If θ = θ1 ≡ m0/(m0 + 1) with m0 ≥ 2, the T = 0
ground state of the FK chain is described by mk = m0 for all k. So, at low
temperatures, kBT � ∆1, a majority of excitations has the energy gap ∆ �
∆1, and only a small fraction of configurational excitations with statistical
weight ∼ exp(−∆1/kBT ) leads to the energy gap ∆ � ∆2. Otherwise, if
θ = θ2 ≡ (2m0 + 1)/(2m0 + 3) when the T = 0 GS has the form . . .m0;m0 +
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1;m0;m0 + 1; . . ., a majority of excitations has ∆ � ∆2, while only a small
fraction yields the gaps ∆ � ∆1.

The energy of the T �= 0 ground state of the two-level system with gap
∆ may be estimated as E(T ) ∝ ∆ exp(−∆/kBT )/[1 + exp(−∆/kBT )]. That
leads to the specific heat of the FK chain

c(T ) ∝ kB

(
∆

kBT

)2 exp(∆/kBT )
[1 + exp(∆/kBT )]2

, (6.58)

which has a maximum at T � 0.4∆/kB . Because of the fine structure of
excitation spectrum of the FK model, the function c(T ) should consist of
a series of peaks at temperatures corresponding to gaps ∆1, ∆2, . . .. The
intensity of these peaks will, however, strongly depend on the concentration
θ. Indeed, with changing of θ the intensity of the peak contributed by the
gap ∆1 has to have maxima at θ = θ1, θ = θ′

1 ≡ (m0 +1)/(m0 +2), . . ., while
its minima are to be achieved at θ = θ2, θ = θ′

2 ≡ (2m0 + 3)/(2m0 + 5), . . .
On the other hand, the intensity of the peak corresponded to the gap ∆2,
will have maxima at θ = θ2, θ′

2, . . ., and minima at θ = θ1, θ′
1, . . .

For the analytical calculation of thermodynamic characteristics we need
a further simplification of the Ising-like model (6.45). Namely, we have to
account only the finite number of interacting holes (for example, the nearest
neighbors only) and, besides, to restrict the available values of mk (for exam-
ple, at θ = θ1 we may assume that mk takes the values m0 and m0 ± 1 only).
A lengthy but straightforward calculation [531] confirms the given above in-
tuitive picture for the specific heat c(T, θ).

The rigorous calculation of the spectrum of low-energy excitations, the
specific heat, and the hierarchy of “melting” of the FK chain with incom-
mensurate concentration was preformed by Vallet et al. [528, 529]

The described behavior of c(T, θ) was observed experimentally in study-
ing of ionic conductor hollandite K2ρMgρ Tiδ−ρ O16 [532]. Note that the
experimental time scale of the measurements has to be large enough in order
the transitions over the potential barriers have nonzero probability, and that
the temperature behavior of c(T ) should be resolved on the background of
phonon contributions.

In conclusion, note that the transition (6.53) may be considered as the
creation of a (super-) kink-antikink pair which is strongly pinned by the
high-amplitude PN potential, so that the value ∆n corresponds to twice of
the energy of n-order superkink. In this way the peaks in c(T, θ) can be
interpreted as contributions owing to creation of kink-antikink pairs. As we
will see in Sect. 6.5.2, this approach remains useful in the strong-coupling
limit, g � 1. In the last case, however, the fine structure of c(T ) disappears
due to vanishing of PN barriers.
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6.4 Strong-Bond Limit: Gas of Quasiparticles

In the strong-coupling limit, g � 1, the FK model reduces to the SG model
with small corrections due to discreteness effects. Leaving the discussion of
discreteness effects to Sect. 6.4.4, let us start with purely SG model. The SG
Hamiltonian is exactly separable into contributions corresponding to elemen-
tary excitations (phonons, breathers and kinks) using the inverse scattering
theory. Therefore, any excited state can be considered as consisting of Nph
linear phonons, Nbr breathers, Nk kinks and Nk̄ antikinks (here by kinks
we mean the kinks for the reference structure θ = 1 as it is natural for the
SG case). Collisions of these quasi-particles are “elastic”, i.e., their individ-
uality such as shape, energy and momenta remains unchanged. Thus, it is
reasonable to calculate thermodynamic potentials assuming an “ideal gas”
of noninteracting quasi-particles which participate in partition function on
equal foot.

Introducing formally chemical potentials µk, µk̄ and µB (index B corre-
sponds to breathers and/or phonons, see below Sect. 6.4.1), we can calculate
the grand canonical function Ξ for the “free-end” FK chain as

Ξ̃(T, µk, µk̄, µB) =
∑

Nk,Nk̄,NB

1
Nk!Nk̄!NB !

exp [β (µkNk + µk̄Nk̄ + µBNB)]
∫
dΓ exp [−βE(Nk, Nk̄, NB)] , (6.59)

where the integration dΓ is over all independent degrees of freedom of the
system in phase space, and E(Nk, Nk̄, NB) is the sum of energies of all con-
stituent modes. The corresponding thermodynamic potential,

J̃(T, µk, µk̄, µB) = −kBT ln Ξ̃(T, µk, µk̄, µB), (6.60)

allows to calculate the average numbers of excited quasiparticles,

〈Nb〉 = −
(
∂J̃

∂µb

)

T

, b = k, k̄, or B. (6.61)

The thermal equilibrium in the system is achieved by creation and anni-
hilation of kink-antikink pairs. These processes may be regarded as “chem-
ical reaction” k + k̄ ↔ B, and the condition for equilibrium is given by
µk + µk̄ = µB [159]. Since we cannot control the number of breathers and
phonons, we have to put µB = 0. Thus, in the final step of calculations we
must put

µk = −µk̄, (6.62)

and the thermodynamic potential becomes a function of T and µw ≡ µk only,

J(T, µw) = J̃(T, µw,−µw, 0). (6.63)
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The value of µw corresponds to the total topological charge Nw = Nk̄ −Nk,

〈Nw〉 =
(
∂J

∂µw

)

T

. (6.64)

Note that µw favors kinks over antikinks if µw > 0 and vice versa if µw < 0,
while at µw = 0 it follows 〈Nw〉 = 0.

The phonon contribution to J was calculated above, for phonons
∫
dΓph =∫ +π

−π dκ/2π, Eph = h̄ω(κ), and JB = FB because µB = 0, where FB is given
by Eq. (6.19) or (6.26).

Now let us consider kink’s contribution to thermodynamic characteristics.
Each kink has one degree of freedom in configuration space, the Goldstone
mode. Thus, the integration in phase space is to be done over kink’s coordi-
nate Xk and its momentum Pk,

dΓk =
dXk dPk

2πh̄
. (6.65)

The full energy of a kink in nonrelativistic case is equal to

Ek = εk + P 2
k /2m, (6.66)

where εk is kink rest energy and m is kink mass. The integration over Xk in
Eq. (6.59) yields the factor L, the chain’s total length, while the integration

over Pk leads to the factor z =
(
mkBT/2πh̄2)1/2 exp(−βεk). Thus, after

straightforward calculations we obtain from Eqs. (6.59) to (6.65) the following
kink’s contributions:

Js = −kBT 〈Ntot〉, (6.67)

Fs = −(kBT 〈Ntot〉 + µw〈Nw〉). (6.68)

The kink concentrations in Eqs. (6.67), (6.68) are determined by relations

〈nk〉 = 〈npair〉 exp(βµw), (6.69)

〈nk̄〉 = 〈npair〉 exp(−βµw), (6.70)

〈ntot〉 = 2〈npair〉 cosh(βµw), (6.71)

〈nw〉 = −2〈npair〉 sinh(βµw). (6.72)

It is important to notice that while before an averaging we had Ntot =
2Npair + |Nw|, after the averaging we get the relationship [159]

〈ntot〉2 = 〈2npair〉2 + 〈nw〉2. (6.73)

Using a coupling of Nw with chain’s length L,

L = as(N + 〈Nw〉), (6.74)
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we may introduce a pressure Π as

Π = −
(
∂F

∂L

)

T,N

=
µw
as
. (6.75)

It was mentioned above that kinks give the main contribution to the
susceptibility χ defined by Eq. (6.18). Indeed, from Eqs. (6.67 ) to (6.75) it
follows that

χ = a2
s〈n〉〈ntot〉 =

〈ntot〉
〈n〉

1
(1 + w̃)2

. (6.76)

The described above naive approach leads to a density of thermally excited
kink-antikink pairs, determined by the equation

〈n(0)
pair〉 ≡ z =

(
mkBT

2πh̄2

)1/2

e−βεk , (6.77)

where we have assumed that kinks and antikinks have identical parameters
as it is in the standard FK model with amin = as. Note that all the obtained
results, Eqs. (6.67) to (6.76), will remain true in the rigorous approach to the
problem, and only the last Eq. (6.77) is to be corrected.

For the “fixed-density” FK chain, where Nw is fixed externally by periodic
boundary conditions, we should choose µw so that 〈Nw〉 = Nw. Clearly that
for zero window number, Nw = 0, we have to put µw = 0. If Nw �= 0, it is
convenient to introduce a temperature T ∗ at which the density of thermally
excited kinks is equal to the density of external kinks, 〈npair(T ∗)〉 = |nw|.
Then, from Eq. (6.72) it follows that at low temperatures, when 〈npair〉 �
|nw|, |µw| tends to kink creation energy εk (see, however, Eq. (6.97) below),

µw � −εk sgn(nw)
{

1 +
kBT

εk
ln

|nw|e−βεk

〈npair〉
}
, T � T ∗, (6.78)

while at higher temperatures, T � T ∗ (but kBT � εk), when 〈npair〉 � |nw|,
|µw| is close to zero,

µw � −kBTnw/2〈npair〉. (6.79)

Therefore, as was firstly mentioned by Currie et al. [159],

lim
T→∞

lim
Nw→0

µw �= lim
Nw→0

lim
T→0

µw. (6.80)

Analogously we may calculate breather’s contribution to thermodynamic
functions, taking into account that each breather has two degrees of freedom
in configuration space, one corresponds to its free motion as a whole, and
another describes breather’s internal vibrations with a frequency ωbr. Recall
that a low-frequency breather, ωbr → 0, may be considered as a coupled
(virtual) kink-antikink pair, while a high-frequency breather, ωbr → ω0, may
be interpreted as a phonon pair bounded due to unharmonicity effects.
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The used above simple approach, first proposed by Krumhansl and Schri-
effer [517], silently assumes that the system has

NΣ = Nph + 2Nbr +Nk +Nk̄ (6.81)

degrees of freedom in configuration space, or that a system state is described
by a point in phase space of 2NΣ dimensions. Evidently, however, that in
statistical mechanics a one-dimensional system consisting of N atoms is to
be defined in phase space of 2N dimensions. So, it must be NΣ = N . This
problem was firstly pointed out and resolved by Currie et al. [159].

6.4.1 Sharing of the Phase Space and Breathers

While normal modes of a linear system can be considered as independent
degrees of freedom, the nonlinear modes are not independent. Therefore, the
2N -dimensional phase space should be shared between different nonlinear
modes, and the phase space element dΓ in Eq. (6.59) is to be taken in a form

dΓ =
(
ΠNtot
k dΓk

)(
ΠNB

B dΓB

)
Ω({ξi}), (6.82)

where the function Ω represent the restriction on the phase space available
for the quasiparticles due to their “interaction”. Although quasi-particle col-
lisions are “elastic” in the SG case, the phases (i.e. coordinates) of quasipar-
ticles are shifted during collisions. Namely this “phase-shift” interaction pro-
vides the mechanism for sharing of degrees of freedom among the elementary
excitations of nonlinear systems. As an example let us consider following Cur-
rie et al. [533] and Trullinger [534], the FK chain of length L which is imposed
to periodic boundary conditions. In the absence of kinks, the allowed wave
vectors k are determined by the condition Lkp = 2πp (p = 0,±1, . . . , N/2),
and the density of phonon states is ρ0(k) = L/2π. The presence of a single
static kink or antikink distorts the phonon waveform near the kink which
results in a “phase shift” of the phonon

δ0(k) = πk/|k| − 2 tan−1(kd). (6.83)

For a kink moving with velocity v, the phonon phase shift can be obtained
from Eq. (6.83) by a Lorentz boost,

δ(k; v) = δ0(k′), k′ = γ
[
k − (vω0/c

2)
√

1 + k2d2
]
, (6.84)

where γ = 1/
√

1 − v2/c2 and c = ω0d. In the presence of kink, the allowed
wave vectors k are determined by

Lkp + δ(kp; v) = 2πp. (6.85)

The phonon density of states is then
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ρ(k) =
dp

dk
= ρ0(k) +∆ρ(k, v), ∆ρ(k, v) =

1
2π

∂ δ(k; v)
∂k

. (6.86)

Note that
∫ +∞

−∞ dk ∆ρ(k, v) = −1 in the SG case. Thus, a kink “traps” one
phonon state due to its very presence, and transforms it into kink’s translation
(Goldstone) mode.

Analogously, a single breather “traps” two phonon modes. A general ex-
pression for the restriction factor Ω through corresponding phase shifts was
given by Sasaki [535]. However, this approach meets with significant difficul-
ties known as the breather problem [535]–[541]. Namely, while the number
of excited kinks is low at low temperatures and, therefore, the factor Ω is
close to 1, the number of excited breathers is of the same order as the num-
ber of phonons (Nbr ∼ 1

2N , Nph ∼ N) even at T → 0, because both types
of excitations are created without energy threshold. Therefore, the sharing
of phase space between phonons and breathers is not simple, and it must
be taken into account even at zero approximation. In other words, phonons
and breathers cannot be considered simultaneously as Maxwell-Boltzmann
gas of independent quasiparticles. The physical reason of “large interaction”
between breather and phonon is that a “size” of breather tends to infinity as
ωbr → 0.

Although the full “phonon-breather-kink” program may be developed
in principle, it is more convenient to take as the zero approximation the
“phonon-kink” ensemble (and, thus, to ignore breathers at all), or the
“breather-kink” ensemble (i.e., ignoring phonons). It is to be emphasized
that all the approaches lead to the same final result. The phonon-kink gas
approach is useful in classical statistical mechanics. It was used in a ma-
jority of works devoted to the problem. In the first approximation phonons
are treated as noninteracting quasiparticles (harmonic phonons). The an-
harmonic corrections are evaluated by the standard perturbation theory of
phonons, leading to terms of order T and higher in thermodynamic poten-
tials [538].

Thermodynamics of the Boltzmann gas of breathers and kinks logically
follows from the Bethe-ansatz formulation of the quantum SG system. This
approach was used by Theodorakopoulos [539, 540] and Sasaki [535]. Note
that phonons are incorporated automatically in this approach, because the
quantum lowest energy state of breather coincides with renormalized phonon.
Below we consider in more details the kink-phonon approach.

6.4.2 Kink-Phonon Interaction

The sharing of phase space between phonons and kinks can be evaluated in
two ways. The first method proposed by Tomboulis [542], uses a canonical
transformation from the original set of canonical variables to a new set where
kink coordinates Xk and their momenta Pk (conjugate to Xk) are introduced
as canonical variables. For each kink we have to impose two Dirac’s constrains
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in order to keep the dimensionality of phase space unchanged. This approach
was used, e.g., by Miyashita and Maki [543, 544], Fukuma and Takada [545].
We, however, will follow a more simple and “transparent” method of the first
works devoted to this problem [533, 534].

As was shown above, the presence of a kink moving with velocity v changes
the phonon density of states on the value ∆ρ(k; v) given by Eq. (6.86). This
change results in a contribution to the free energy which is equal to [533, 534]

∆F (v) = kBT

∫ +∞

−∞
dk ∆ρ(k; v) ln[βh̄ω(k)]

= −kBT ln[(1 + γ)βh̄ω0], (6.87)

where γ = 1/
√

1 − v2/c2. Each kink and antikink contributes independently
to the change in the phonon density of states, since the phase shifts in the
SG case are additive. Thus, the total change in the free energy caused by the
presence of Ntot kinks and antikinks can be expressed as

∆FN (v1, v2, . . . , vNtot) =
Ntot∑

j=1

∆F (vj). (6.88)

Returning to calculation of the grand canonical partition function (6.59), we
note that phonon density of states depends on the number of kinks and their
velocities. Therefore, before we can integrate over kink’s momenta, we must
first integrate over the phonon degrees of freedom. After this integration the
function Ξ̃ takes the form

Ξ̃ = e−βF (0)
ph

∞∑

Nk=0

∞∑

Nk̄=0

eβ(µkNk+µk̄Nk̄)

Nk!Nk̄!

∫
ΠNk

k=0
dXkdPk

2πh̄
Π
Nk̄

k̄=0

dXk̄dPk̄
2πh̄

eΘ

where
Θ = exp

{−β [Ek(Pk)Nk + Ek̄(Pk̄)Nk̄] − β∆FNk+Nk̄

}
,

where F (0)
ph is the unperturbed phonon free energy in the absence of kinks

given by Eq. (6.19). Due to additive structure of the function ∆FNtot , Eq.
(6.88), we can incorporate the contributions ∆F (vj) with the kink energies
Ek(Pj), introducing the “renormalized” kink energy

E∗
k(P ) = Ek(P ) +∆F (v). (6.89)

Recall that for the SG case

Ek(P ) = Ek̄(P ) = εkγ (6.90)

and
P = mvγ. (6.91)
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Currie et al. [533] proposed to interpret the value ∆F (v) as a “self-energy”
of the kink analogously to self-energy of an electron in crystal which emerges
in the polaron theory due to phonon dressing of electrons.

Now, repeating the calculations as had been done above, we come again
to Eqs. (6.67) to (6.76) except only that the integration over kink’s momenta
yield now the factor

z ≡ 〈npair〉 =
∫ +∞

−∞

dP

2πh̄
exp[−βE∗

k(P )]. (6.92)

This integral may be expressed through modified Bessel functions [534]. In
the low-temperature limit, kBT � εk, Eq. (6.92) leads to the result

〈npair〉 �
√

2
π

√
βεk
d

[
1 +O

(
1
βεk

)]
e−βεk , (6.93)

where O(τ) = 5
8τ + 21

128τ
2 + . . . are small corrections [540, 543, 544]. Com-

paring Eq. (6.93) with Eq. (6.77), we see that phonon-kink sharing of phase
space reduces the number of thermally excited kink-antikink pairs by a factor
2h̄ω0/kBT � 1 (notice that classical mechanics is applicable at h̄ω0 � kBT
only).

Thus, finally the thermodynamic functions take the following form:

J = F
(0)
ph − kBT 〈Ntot〉, (6.94)

F = F
(0)
ph − [kBT 〈Ntot〉 + µw〈Nw〉] , (6.95)

E = kBT (N − 〈Ntot〉) +
(
εk +

1
2
kBT

)
〈Ntot〉

+µw

[
βµw〈Ntot〉 +

(
βεk − 1

2

)
〈Nw〉

]
. (6.96)

Two first terms in Eq. (6.96) have a simple interpretation [159] if we recall
that each kink takes away one phonon mode, and that each kink has εk rest
(potential) energy and 1

2kBT translation (kinetic) energy, while the last term
in Eq. (6.96) leads to a small corrections at 〈nw〉 � 〈npair〉 as well as at
〈npair〉 � 〈nw〉.

Clearly, this description is restricted to the case when the total number
of kinks is low, 〈Ntot〉 � N , so that we may ignore the phase space sharing
effects between the kinks. To satisfy this condition, it should be

β (εk − |µw|) � 1, (6.97)

i.e., the chemical potential µw must have a magnitude less then (and not too
close to) the kink creation energy. When |µw| ≥ εk, it is to be taken into
account the kink-kink interaction which is responsible for keeping the kink
density finite.
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6.4.3 Kink-Kink Interaction

When the total number of kinks increases (with increasing of T or |µw|), we
have to take into account the sharing of phase space among kinks due to
phase shifts at their collisions. Recall (see, e.g., Sect. 1.2) that the position
of a kink of velocity v1 is shifted by an amount

δ(v1, v2) = sgn(v1 − v2)
d

γ1
ln
γ1γ2(1 − v1v2/c

2) + 1
γ1γ2(1 − v1v2/c2) − 1

, γj =

(
1 − v2

j

c2

)−1/2

(6.98)
after collision with a kink of v2 (the effect of interaction is independent of
wether the interacting “particles” are kinks or antikinks). In the nonrelativis-
tic limit (|v1|, |v2| � c) we have δ(v1, v2) = −δ(v2, v1); trajectories of kinks
in a two-kink collision are sketched in Fig. 6.7. It is difficult to identify kink
positions Xj when they come close to each other. Sasaki [546, 547] proposed
to assume that kinks move with constant velocities until they “contact” at a
time t = tc (see Fig. 6.7) as if they were hard rods of length

∆(v1, v2) = |δ(v1, v2)| = 2 d ln(2c/|v1 − v2|). (6.99)

Regarding ∆(v1, v2) as an excluded volume (“length”), the possible values of
Xj are restricted as |X1 −X2| > ∆(v1, v2), and we obtain for the factor Ω in
Eq. (6.82) the expression

Ω(X1, X2, P1, P2) = Θ (|X1 −X2| −∆(v1, v2)) , (6.100)

where Θ(x) is Heaviside step function. Sasaki [546, 547] have shown that the
kink-kink interaction reduces the number of thermally excited kinks,

〈npair〉 = 〈npair〉0
(
1 − 4∆̄〈npair〉0

)
, (6.101)

where 〈npair〉0 is the pair concentration is absence of kink-kink interaction,
Eq. (6.93), and

∆̄ = d ln(4γ0εk/kBT ) +O(kBT/εk), (6.102)

γ0 = 1.781... being the Euler constant. Analogously, the absolute value of
kink contribution to the free energy decreases too,

Fs = −kBT 〈Ntot〉0
(
1 − 2∆̄〈npair〉0

)
, (6.103)

where we have assumed µw = 0. Clearly that higher-order collisions will lead
to contributions ∝ exp(−3βεk) and smaller.

6.4.4 Discreteness Effects

Although the exact separation of energy of an excited state into contribu-
tions of “noninteracting” phonons, breathers and kinks is possible only for
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Fig. 6.7. Trajectories of (a) two kinks and (b) kink and antikink in the two-body
collision [519].

integrable systems such as the SG one, the physical utility of a configuration-
space philosophy remains no less useful and applicable in more general cases.
In particular, Trullinger and Sasaki [548], and Willis and Boesch [549] have
used the ideal kink-gas approach in investigation of discreteness effects in the
FK model.

First, in the discrete FK chain the free motion of the SG kink is replaced
by kink motion in the periodic Peierls-Nabarro potential with a height εPN .
Thus, the kink energy Ek depends now not only on its velocity v, but also
on the position of its center X,

Ek(X, v) � ε
(FK)
k +

1
2
εPN (1 − cosX) +

1
2
m(FK)(X)v2, (6.104)

where ε
(FK)
k is the rest energy of FK kink at the bottom of PN well,

m(FK)(X) is kink’s effective mass, and the nonrelativistic approximation is
used (|v| � c). The deviation of ε(FK)

k and m(FK) from the SG values ε(SG)
k

and m(SG) were discussed in Sect. 3.1. Note that m(FK)(X) differs very little
from m(SG) even at g ∼ 1 [549].

Second, in consideration of the phonon-kink phase space sharing we
have to use the phonon dispersion law for the discrete FK chain, ω2(k) =
ω2

0 + 2g[1 − cos(kas)], for |k| ≤ π/as, as well as the kink-phonon phase shift
δ(SG)(k; v) is to be replaced by the phase shift in the discrete FK chain,
δ(FK)(k; v) [166]. Thus, the “self-energy” of a kink is now defined by the
integral

∆F (v) = kBT

∫ +π/as

−π/as

dk

2π
∂ δ(FK)(k; v)

∂k
ln[βh̄ω(k)] (6.105)
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instead of Eq. (6.87). In a result, all previously obtained expressions remain
valid except that the factor z, Eq. (6.92), which now should be calculated by
the integral

z ≡ 〈npair〉 =
1
as

∫ as

0

dX

2πh̄
m(FK)(X)

∫ +∞

−∞
dv exp {−β [Ek(X, v) +∆F (v)]} .

(6.106)
Using Eqs. (6.104) and (6.105), we obtain

〈npair〉(FK) = 〈npair〉(SG)I0

(
βεPN

2

)
exp

[
β
(
ε
(SG)
k − ε

(FK)
k

)](
f (FK)/f (SG)

)
,

where I0 is the modified Bessel function, and the last ratio, f (FK)/f (SG), de-
scribes the corrections caused by discreteness effects in the kink “self-energy”,
Eq. (6.105). Computer simulation [549] shows that discreteness effects lead
to increasing of 〈npair〉, mainly due to decreasing of the kink creation energy,
ε
(FK)
k < ε

(SG)
k .

To conclude the discussion of quasiparticle-gas approach, note that the
low-temperature results obtained by this method, coincide precisely with
the exact ones calculated, for example, by the transfer-integral technique.
Moreover, while the transfer-integral method is restricted to equilibrium
classical mechanics of one-dimensional systems only, the phenomenological
quasiparticle-gas approach admits the consideration of dynamical behavior
of the system, two-dimensional versions of the model, quantum effects, etc.

6.5 Statistical Mechanics of the FK Chain

6.5.1 Transfer-Integral Method

The simplest way to obtain formally exact description of an equilibrium state
of classical one-dimensional system is to employ the transfer-integral (TI)
method originally proposed by Scalapino et al. [550]. The idea of the method
is to reduce the calculation of partition function to the solution of an eigen-
value integral equation. It was firstly applied to the FK model by Gupta and
Sutherland [551] and then further developed in a number of papers (see, e.g.,
Refs. [159, 496, 520, 552, 553]).

For the standard FK model with Hamiltonian

H =
N∑

l=1

[
1
2
u̇2
l +

g

2
(ul+1 − ul)

2 + Vsub(ul)
]
, (6.107)

where ul = xl−las, the canonical ensemble is defined by the partition function
(ma = 1)
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Z(T,L,N) =
1

(2πh̄)N

∫ +∞

−∞
du̇1

∫ +∞

−∞
du̇2 . . .

∫ +∞

−∞
du̇N

∫ as

0
du1

∫ +∞

−∞
du2 . . .

∫ +∞

−∞
duNe

−βH . (6.108)

Here one of the variables has to be restricted to a finite range, and we confine
u1 to the interval (0, as). The “finite-density” FK chain should be subjected
to the cyclic boundary conditions,

uN+l = ul +∆L, (6.109)

where ∆L = Nwas. Thus, Z splits into a configuration part Zx and a conju-
gate momentum part Zẋ,

Z = ZẋZx, Zẋ =
(
makBT

2πh̄2

)N/2
. (6.110)

Introducing the effective transfer matrix K,

K(u, u′) =

√
βg

2π
exp

{
−1

2
β
[
Vsub(u) + Vsub(u′) + g(u− u′)2

]}
, (6.111)

and incorporating the boundary condition (6.109) with the help of Dirac’s
δ-function, the configuration partition function can be rewritten in the form

Zx(T,L,N) =
(

2π
βg

)N/2 ∫ as

0
du1

N+1∑

m=2

∫ +∞

−∞
dum

δ(uN+1 − u1 −∆L)
N∑

m=1

K(um, um+1). (6.112)

Now let us introduce the “right-hand” eigenfunctions ψα(u) and eigenval-
ues λα of K, ∫ +∞

−∞
K(u, u′) ψα(u′) du′ = λαψα(u). (6.113)

Analogously, we can define the “left-hand” eigenfunctions ψ∗
α(u). Sturm-

Liouville theory guaranties that the eigenfunctions ψα(u) constitute a com-
plete ortho-normal set in the interval u ∈ (−∞,+∞). Substituting the com-
pleteness relation ∑

α

ψ∗
α(u)ψα(u′) = δ(u− u′) (6.114)

instead of δ-function in Eq. (6.112) and using repetitively Eq. (6.113), we
finally get

Zx(T,L,N) =
(

2π
βg

)N/2 ∑

α

λNα

∫ as

0
du1ψ

∗
α(u1 +∆L)ψα(u1). (6.115)
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The eigenvalue equation (6.113) is homogeneous Fredholm integral equa-
tion of the second kind with symmetric kernel. Owing to periodicity of
Vsub(u), the transfer matrix K(u, u′) is unchanged if any integer multiple
of as is added to both u and u′. Therefore, eigenfunctions ψα(u) must satisfy
Floquet theorem, i.e., they can be written in Bloch form,

ψα(u) = ηα(u) exp(iκαu/as), (6.116)

where ηα(u) is periodic in u, and κα is a “wave-vector”. Analogously to
reduced-zone scheme for electrons in crystal, the eigenvalues λα occur in
bands, which may be labelled by an index p. The eigenvalues within each
band are uniquely specified by the wavevector κ, which can be chosen to lie
in the first Brillouin zone, |κ| ≤ π. Further it is convenient to write

λα = exp[−β εp(κ)]. (6.117)

Thus, the partition function (6.108) takes the form

Z(T,L,N) = Z1(T,N) Z2(T,L,N) (6.118)

with
Z1(T,N) =

(
βh̄

√
g/ma

)−N
(6.119)

and

Z2(T,L,N) =
∞∑

p=0

∫ +π

−π
dκ exp (−Nβεp(κ) − iNwκ)Cp(κ), (6.120)

where
Cp(κ) =

∫ as

0
du η∗

κp(u) ηκp(u). (6.121)

The sum over p and integration over κ in Eq. (6.120) may be rewritten
as

∑
p

∫
dκ . . . =

∫
dε ρ(ε) . . ., where ρ(ε) = [dεp(κ)/dκ]−1 is the density of

eigenstates. As usual for spectra in one-dimensional systems, ρ(ε) is infinite at
edges of each band. In this way it is clear that the eigenstates near the band
edges give the main contribution to thermodynamic characteristics. Evidently
also that Z2 is dominated by the contribution coming from the bottom of
the lowest band with p = 0, and that the irrelevant multiplicative constant
Cp(κ) may be omitted in the thermodynamic limit N → ∞.

The inconvenient integral over κ can be handled by considering the
“temperature-pressure” ensemble Y (T,Π,N), which describes the “free-end”
FK chain subjected to the external pressure Π. Noting that L = L0 +Nwas
and L0 = Nas, Eq. (6.115) can be rewritten as

Y (T,Π,N) = Z1(T,N)e−βΠL0as∫ +π

−π
dκ exp [−Nβε0(κ)]

∫ +∞

−∞
dNw exp [−iNw(κ− iβΠas)] . (6.122)
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If we consider Y (Π) in the complex Π-plane [551, 552, 554], then for imagi-
nary Π = ib (where b is real) the integral over Nw yields δ-function, and we
have

Y (T,Π,N) = Z1(T,N) exp [−βL0Π − βNε0(κ∗)] , (6.123)

where κ∗ = iβasΠ, and irrelevant multiplicative constants are omitted. Thus,
the Gibbs free energy (6.116) takes the form

G(T,Π,N) = F1(T,N) + L0Π +Nε0(κ∗), (6.124)

where
F1(T,N) = NkBT ln

(
βh̄

√
g/ma

)
. (6.125)

The chain’s length L is determined by the pressure Π through the relation

L = L0

[
1 + iβ

(
dε0(κ)
dκ

)

κ=κ∗

]
, (6.126)

and the Helmholtz free energy is equal to

F (T,L,N) = G−ΠL = F1(T,N) +N

[
ε0(κ) − κ

(
dε0(κ)
dκ

)]

κ=κ∗
,

where κ∗ = κ∗(T,L,N) is a solution of Eq. (6.126).
Thus, the free energy of the FK chain without “windows”, Nw = 0 (or

Π = 0 at amin = as), is determined by the energy of bottom of the lowest
band, εbottom = ε0(0), while at Nw �= 0 we have to calculate the eigen-
spectrum dispersion law near the bottom and then to continue it analytically
to imaginary values of the wave-vector κ (see Ref. [555]).

It is instructive to investigate two following examples. First, let us consider
the harmonic chain of atoms without external potential, Vsub(x) ≡ 0. In this
case the eigenfunctions of Eq. (6.113) are plane waves, ηα(u) = Const, and
the eigenvalues are

ε0(κ) = κ2/2β2ga2
s, (6.127)

where we may use now the “extended-zone scheme”, −∞ < κ < +∞. Sub-
stituting Eq. (6.127) into Eq. (6.120) and using

∑
p

∫ +π
−π dκ . . . =

∫ +∞
−∞ dκ . . .,

we get

Z2(T,L,N) =
(

2πβga2
s

N

)1/2

exp
(

−1
2
βga2

sNw̃
2
)
, (6.128)

so that the free energy is equal to

FA(T,L,N) =
1
2
Nga2

sw̃
2 + F1(T,N) +

1
2
kBT lnN +O(N). (6.129)

The first term in the right-hand side of Eq. (6.129) describes the energy of
compression or expansion of the chain (recall amin = as), the second term, F1,
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corresponds to acoustic phonon contribution, and the last term (∝ lnN) may
be neglected atN → ∞. Equation (6.129) describes the limit kBT → ∞ of the
FK model. At high (but finite) temperatures, kBT � εs (recall εs = 2), the
substrate potential Vsub(x) may be treated as a small perturbation. In par-
ticular, Tsuzuki and Sasaki [519] have given the following high-temperature
expansion in inverse powers of τ = kBT/εk:

βεbottom
√
g =

1
23τ

− 1
29τ5 − 7

223τ7 − 29
23232τ11 + . . . , (6.130)

from which one can obtain the free energy for the zero-window case.
Second, eigenvalues εp(κ) are periodic functions of κ with period 2π and,

therefore, they may be expanded in Fourier series. Keeping only the first term
in the expansion, we come to the approximation

ε0(κ) = εc − 2t cosκ, (6.131)

where εc is the center of the lowest band and t is the “overlapping integral
of nearest site electron wave-functions” in the tight-binding scheme. Substi-
tuting Eq. (6.131) into Eq. (6.120), we obtain

Z2(T,L,N) = 2π exp(−Nβεc) INw(2Nβt), (6.132)

where IN is the modified Bessel function. Currie et al. [159] emphasized that
it should be clearly distinguished the cases of Nw = 0 and Nw �= 0. Namely,
at Nw = 0 the Bessel function has the asymptotic I0(z) � (2πz)−1/2ez as
z → ∞ [556] leading to the contribution to free energy

F2(T,L,N) = N(εc − 2t) +
1
2
kBT lnN +O(N)

= Nεbottom when N → ∞. (6.133)

Otherwise, at Nw �= 0, we have to use the asymptotic where both the argu-
ment and the order of the Bessel function tend to infinity. However, a simpler
way is to use directly Eqs. (6.124) to (6.126) which yield

G = F1 +ΠL0 +Nεc − 2Nt cosh(βasΠ), (6.134)

Nw = −2Nβ t sinh(βasΠ), (6.135)

F = F1 +Nεc − 2Nt [cosh(βasΠ̃) − (βasΠ̃) sinh(βasΠ̃)], (6.136)

where Π̃ = Π̃(T,Nw, N) is a solution of Eq. (6.135). Comparing Eq. (6.136)
with quasiparticle-gas approximation (6.68) we see that both expressions co-
incide if we interpret t as

t = kBT (Npair/N), (6.137)

and put µw = asΠ̃ for “window chemical potential”, and F
(0)
ph = F1 + Nεc

for phonon contribution to the free energy.
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In a general case the solution of the transfer-integral equation (6.113)
can be found by numerical methods which are described by Schneider and
Stoll [520] and Gillan and Holloway [552]. Besides, approximate results can
be obtained by reducing the eigenvalue Eq. (6.113) to a pseudo-Schrödinger
equation.

6.5.2 The Pseudo-Schrödinger Equation

Using the operator identity [520]

∫ +∞

−∞
dy exp

[−b(x− y)2
]
f(y) =

(π
b

) 1
2

exp
(

1
4b

d2

dx2

)
f(x), (6.138)

the TI equation (6.113) with the kernel (6.111) can be rewritten in the form

exp
[
−β

2
Vsub(x)

]
exp

(
1

2βg
d2

dx2

)
exp

[
−β

2
Vsub(x)

]
ψα(x) = λαψα(x).

(6.139)
Then, combining three exponentials of Eq. (6.139) into a single one, we can
write Eq. (6.139) as

exp
(

1
2βg

d2

dx2 − βVsub(x) − βŴ

)
ψα(x) = λαψα(x), (6.140)

or, which is equivalent, in the form
[
−1

2
(h̄∗)2

d2

dx2 + Vsub(x) + Ŵ

]
ψpκ(x) = εp(κ)ψpκ(x), (6.141)

where we introduced “Planck’s constant”

h̄∗ =
kBT√
g/ma

. (6.142)

The operator Ŵ can be determined by expanding exponents of Eqs. (6.139)
and (6.140) into Taylor series, that yields [548, 557]

Ŵ =
1

24g

{
− [V ′

sub(x)]2 + . . .+
2
β2g

[
−1

4
V ′′′′

sub(x) + V ′′
sub(x)

d2

dx2 + . . .

]}
.

(6.143)
Thus, the operator Ŵ in Eq. (6.141) may be neglected, if two conditions

are satisfied simultaneously: (a) g � 1, or d � as (d is the kink width), and
(b) β2g ≥ 1, or kBT < εk; notice that this leads to h̄∗ ≤ 1. In this case Eq.
(6.141) looks like a one-particle “Schrödinger equation” for an “electron” with
a unit mass and “Planck’s constant” h̄∗. (The first-order lattice-discreteness
corrections to the “Schrödinger equation” were studied by Trullinger and
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Sasaki [548]). For the periodic function Vsub(x), Eq. (6.141) is known as the
Hill equation, and for sinusoidal substrate potential it is called the Mathieu
equation which is extensively documented (see, e.g., Ref. [556]).

At very low temperatures, kBT � εk, when h̄∗ � 1, the tight-binding
(narrow-band) approximation (6.131) is adequate [533]. The eigenfunctions
νκ(x) are almost κ independent and strongly localized in potential wells of
Vsub(x), so that εc is accurately approximated by the lowest harmonic oscil-
lator level εc = 1

2 h̄
∗ω0 (recall εc � εs = 2), and the sum F1 + Nεc yields

the phonon contribution F
(0)
ph which coincides with Eq. (6.19) in the limit

g � 1. The presence of other potential wells gives rise to exponentially small
“tunnelling broadening” of the level into the band with width 4t. To evaluate
the “tunnelling rate” t, we can use the WKB approximation which, however,
leads to too crude expression for the pre-exponential factor. The improved
WKB approximation [558]–[561] yields the expression

t = (h̄∗ω0)(2βεk/π)1/2e−βεk . (6.144)

If can be seen that Eqs. (6.136), (6.137), (6.142), (6.144) give the contribution
to the free energy which coincides precisely with the kink contribution of Eqs.
(6.68), (6.93) obtained by the quasiparticle-gas approach.

For a general case of Vsub(x), solutions of the Hill equation ( 6.141) can be
found by standard methods of band theory of solids, for example, by Green
function technique [562]–[564]. The most extensively studied is the SG case
of zero window number, where the lowest eigenvalue has been obtained in the
double-series expansion in τ = kBT/εk and ν = exp(−1/τ) by Tsuzuki and
Sasaki [519],

εbottom

h̄∗ω0
=

1
2

[
1 − 1

2
τ +O(τ2)

]
−
(

8
πτ

)1/2

ν

[
1 − 7

8
τ +O(τ2)

]

+
(

8
πτ

)
ν2

[
ln

4γ0

τ
− 5

4
τ

(
ln

4γ0

τ
+ 1

)
+O(τ2)

]
+O(ν3),(6.145)

where ln γ0 = 0.5772 is the Euler constant. Comparing this expression with
the results of quasiparticle-gas approximation, we see that the first term in
Eq. (6.145) corresponds to phonon contribution with anharmonic corrections,
the second, to kink contribution, and the last term describes kink-kink inter-
actions.

Equation (6.145) allows us to calculate the specific heat of the SG model
at low temperatures [519],

(cN − kB) = (kB/
√
g) h(τ), (6.146)

where the scaling function h(τ) depends on the dimensionless temperature
only,

h(τ) = − 1
τ2

d2

d(τ−1)2

(
εbottom

h̄∗ω0

)
. (6.147)
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The function h(τ) is shown in Fig. 6.8. As the temperature increases from
T = 0, the specific heat increases because more and more kinks become
excited. This situation holds until the interaction between kinks suppresses
the increase of kink density and then the specific heat reaches its maximum.
At higher temperatures the kink-gas picture becomes inadequate, and the
deviation of h(τ) from zero may be interpreted as a small contribution to
the specific heat of the harmonic chain of atoms, caused by the presence of
substrate potential Vsub(x). Thus, the maximum in the dependence cN (T )
may be considered as the Schottky-type anomaly due to thermally excited
kinks [520, 562].

Fig. 6.8. Function h(τ)
for the specific heat of
the SG model. Shown are
numerical (dotted) and
low-temperature approxi-
mate (solid) results obtained
without tunnelling correc-
tions (0), with the correc-
tions of order ν (1) and ν2

(2). Dashed curve is the
high-temperature approxi-
mation [519].

6.5.3 Susceptibility

The susceptibility χ of the FK chain deserves a more detailed discussion due
to its important role in mass transport. Besides, χ characterizes an “order” of
the system, because χ = 0 for the ordered state (at T = 0 for one-dimensional
models) and χ = 1 in the totally disordered state (e.g., at T → ∞ or g → 0).
According to the definition (6.15), the susceptibility χ describes the mean
square fluctuations of the relative displacement xl′+l − xl′ from its average
value,

Λl ≡ 1
N

∑

l′
〈[(xl′+l − xl′) − 〈xl′+l − xl′〉]2〉 = χa2

A|l|. (6.148)

For the “fixed-density” FK chain of length L = NaA, Eq. (6.148) is to be
modified [565]

Λl = χa2
Al(1 − l/N), l = 1, 2, . . . , N. (6.149)

For the “free-end” FK model with the harmonic Vint(x), the window num-
ber w̃ as a function of the pressure Π increases by 1 when Π decreases by
gas [552]
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w̃(Π − kgas) = w̃(Π) + k; k = 0,±1, . . . (6.150)

Therefore, from Eq. (6.18) it follows that the function φ = χ/n2 is the peri-
odic function of Π with period gas, and also φ is the periodic function of w̃
with period 1. Due to kink-antikink symmetry the function φ is also even on
w̃, φ(−w̃) = φ(w̃).

Equations (6.18) and (6.124) connect χ with the lowest-zone eigenvalue
of the TI equation by the relationship

χ = β(nas)2
d2ε0(κ)
dκ2

∣∣∣∣
κ=iβΠas

. (6.151)

It is easy to examine that the free-electron approximation (6.127) for ε0(κ)
gives the value χ = kBT/ga

2
A, Eq. (6.31), while the tight-binding approxima-

tion (6.131) leads to

χ = β(nas)22t cosh(βasΠ), (6.152)

which coincides with Eq. (6.76) if Eq. (6.137) is taken into account. In a
general case χ can be calculated in limiting cases only. First, at weak-coupling
limit, g � 1, the FK model reduces approximately to the Ising-like model,
Eqs. (6.45) to (6.48). Owing to strong decreasing of the coupling constant I(l)
with l, it is reasonable to leave the repulsion of nearest-neighboring vacancies
only, i.e. to put I(l) = 0 for all |l| ≥ 1. Thus, we come to the classical Ising
model (or Langmuir lattice-gas model) with Hamiltonian

H =
M∑

j=1

(I0hjhj+1 − µhhj), (6.153)

where I0 � ga2
s, hj means the “number of holes” at the j-th well of the

substrate potential (hj = 0 or 1), and the “hole chemical potential” µh de-
termines the average value 〈hj〉 ≡ M−1 ∑M

j=1 hj , which is coupled with the
concentration θ by the relation

〈hj〉 = 1 − θ. (6.154)

Assuming periodic boundary conditions, the grand canonical function

Ξ(T,L, µh) =
∑

{hj}
exp(−βH) (6.155)

can now be calculated exactly by the TI technique (see, e.g., Ref. [566]. The
result is:

J(T,L, µh) ≡ −kBT lnΞ =
1
4
M(I0 − 2µh) − kBTM lnλ+, (6.156)
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〈Nw〉 ≡ M〈hj〉 =
1
2
M [1 + sgn(Φ) cos(2Φ)], (6.157)

Qij ≡ 〈hihj〉 − 〈hi〉〈hj〉 =
1
4

sin2(2Φ)
(
λ−
λ+

)|i−j|
, (6.158)

where

λ± = e−βI0/4 cosh
[
1
2
β(I0 − µh)

]

±
{
eβI0/2 + e−βI0/2 sinh2

[
1
2
β(I0 − µh)

]}1/2

, (6.159)

tan(2Φ) = exp
(

1
2
βI0

)/
sinh

[
1
2
β(µh − I0)

]
, |Φ| < π/4. (6.160)

Equations (6.157) and (6.160) couple µh with the concentration θ through
the relation

sin2 2Φ = 4θ(1 − θ). (6.161)

Now, using Eqs. (6.158), (6.159), (6.161) and recalling thatN =
∑M
j=1(1−hj),

we can calculate χ directly from its definition (6.16):

χ = (1 − θ) {1 − 4θ(1 − θ) [1 − exp(−βI0)]}1/2
, θ ≤ 1. (6.162)

Note that the expression (6.162) assumes kBT � I(1) � g2a2
s because we

neglected the repulsion of next-nearest neighboring vacancies.
At low temperatures, the “ideal kink-gas” ideology can be used [565]. In

particular, we consider the fixed-density FK chain characterized by a C-phase
with θ = s/q at T = 0. Recall that on the background of this structure we can
define superkinks (shortly s-kinks) and s-antikinks, which are characterized
by rest energies εsk and εs̄k. At T �= 0 the equilibrium state of the chain
contains Nsk s-kinks and Ns̄k s-antikinks. Because kinks and antikinks can
be created by kink-antikink pairs only, we have

〈Nsk〉 = 〈Ns̄k〉 ∝ exp(−βEsk), (6.163)

where Esk = 1
2 (εsk + εs̄k). (Unfortunately, the preexponental factor in Eq.

(6.163) is known analytically for the trivial GS (s = 1) in the case of g � 1
only.) Now, let us take a section of length L̃ in the FK chain and assume
that L̃ � L but L̃ is large enough so that it contains Ñ atoms, Ñsk s-kinks
and Ñs̄k s-antikinks with Ñ , Ñsk, Ñs̄k � 1. Then, suppose that s-kinks and
s-antikinks are non-interacting and, therefore, their probability distributions
are Poisonian,

〈Ñ2
sk〉 − 〈Ñsk〉2 = 〈Ñsk〉, (6.164)

〈Ñ2
s̄k〉 − 〈Ñs̄k〉2 = 〈Ñs̄k〉, (6.165)

〈ÑskÑs̄k〉 = 〈Ñsk〉〈Ñs̄k〉. (6.166)
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Recalling that each s-kink contains 1/q excess atoms, and each s-antikink, the
same number of vacancies, we can write the number of atoms on the length
L̃ as

Ñ = Ñ0 +
1
q
(Ñsk − Ñs̄k), (6.167)

where Ñ0 = nL̃ is the number of atoms at T = 0. Using Eqs. ( 6.164) to
(6.167), from the definition (6.15) we obtain the result

χ =
〈Ns,tot〉
q2〈N〉 , (6.168)

where 〈Ns,tot〉 = 〈Nsk〉 + 〈Ns̄k〉, and tilde has been omitted. The obtained
expression ( 6.168) is valid only for small enough temperatures,

kBT � Esk, (6.169)

when the concentration of thermally excited s-kinks is small so that they can
be considered as noninteracting quasiparticles. For the trivial C-phase (s = 1)
Eq. (6.168) coincides with previously obtained Eq. (6.76) if we mention that
q = 1 + w̃ in this case.

When kBT ≥ Esk, the concentration of thermally excited s-kink–s-
antikink pairs is so large that they “melt” the reference C-structure. How-
ever, if the C-phase was nontrivial, s �= 1, the kink-gas approach remains
useful up to temperatures kT ≤ Ek. For example, let us consider the case
of s = q − 1 with q � 1, where the T = 0 GS can be treated as a regu-
lar structure of antikinks (with the number Nw) defined on the background
of the reference structure with θ = 1 . At g � 1 these antikinks are char-
acterized by d = as

√
g, Ek = 8

√
g, εPN = (16π4/3)g exp(−π2√g), and

vint(R) = 32
√
g exp(−R/d), where R ≡ qas � d. Considering the antikinks

as quasiparticles, we come to an effective FK model with the elastic constant

g∗ ≡ a2
sv

′′
int(R)/2π2εPN = 3π−6g−3/2 exp(π2√g − q/

√
g). (6.170)

Then, we can calculate the s-kink energy E∗
k as E∗

k = 8
√
g∗ if g∗ � 1, or

as E∗
k = 2π2g∗ if g∗ � 1. Returning to old units, we have to put Esk =

E∗
kεPN/2, thus obtaining

Esk
Ek

�
{

2g−1 exp(−q/√g) if q > π2g,

(8π/
√

3)g−1/4 exp(−π2√g/2) if
√
g � q < π2g.

(6.171)

From Eq. (6.171) we see that if q � √
g, there exists a wide temperature

interval,
Esk ≤ kBT � Ek, (6.172)

where the trivial (θ = 1) structure of atoms still exists, while the primary
C-phase (when θ = (q − 1)/q) is disordered because the lattice of antikinks
is already melted and, therefore, the antikinks can be considered as a gas
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of noninteracting quasiparticles. Now, repeating the calculations as we have
done above, we obtain for the interval (6.172) the expression

χ =
〈Ntot〉
〈N〉 , (6.173)

where 〈Ntot〉 =
[〈2Npair〉2 + 〈Nω〉2]1/2, see Eq. (6.73). From Eq. (6.173) it

follows that on the left-hand side of the interval (6.172) the function χ(T ) has
a plateau χ � w̃, while on the right-hand side, χ(T ) increases exponentially
due to thermal excitation of kink-antikink pairs which join those already
present from the melted kink lattice (see Fig. 6.9).).

Fig. 6.9. Susceptibility
χ as a function of tem-
perature T at different
winding numbers w̃ for
the standard FK model
with Γ ≡ ga2

s = 5 [552].

With the help of renormalization arguments (Sect. 5.2.1) we may de-
scribe similarly the temperature dependence of χ for more complicated struc-
tures with s �= 1, q − 1. Considering the FK system as a hierarchy of con-
sequently melted superkink lattices, we can divide the temperature interval
0 ≤ kBT < Ek into subintervals where the more complex superkink struc-
ture is already melted, but the more simple structure still exists and admits
definition of corresponding s-kinks and s-antikinks which are approximately
noninteracting in this temperature subinterval. So, χ(T ) has to have a se-
ries of plateaus at low-temperature sides of these subintervals, and to change
exponentially between the plateaus.

With further increase of temperature, kBT > Ek, the function χ(T ) tends
to the asymptotic χ(T ) = kBT/ga

2
A. However, in the limit T/g → ∞ this

asymptotic has nonphysical behavior χ → ∞ instead of the correct one χ →
1. The reason lies in the approximate nature of the standard FK model.
Namely, at kBT ≥ ga2

A the mutual displacements of atoms are not small,
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|xl+1−xl−amin| could exceed the value aA, and the harmonic approximation
for the interatomic potential Vint(x) becomes inadequate. To clarify the high-
temperature behavior of χ(T ), let us investigate the exponential interaction

Vint(x) = gb2(e−r − 1 + r), r ≡ (x− amin)/b, (6.174)

where the inverse length b−1 plays the role of anharmonicity parameter,

Vint(x) � 1
2
g(x− amin)2 [1 − (x− amin)/3b] , |x− amin| � b. (6.175)

Neglecting the substrate potential at kBT ≥ Ek � εs (recall g � 1), the
model with interaction (6.174) corresponds to the Toda system which has
the exact solution [270]. The Gibbs free energy of the “free-end“ Toda chain
has the form

G(T,Π,N) = −kBTN ln
[
(makBT/2πh̄2)1/2y exp(−βΠamin)

]
, (6.176)

where
y(T,Π) = beBΓ (B + βbΠ)/BB+βbΠ , (6.177)

B = βgb2, (6.178)

and Γ (x) is gamma-function. The chain’s length is determined by the equa-
tions

L(T,Π,N) =
(
∂G

∂Π

)

T,N

= N(amin + δa), (6.179)

δa(T,Π) = b [lnB − Ψ(B + βbΠ)], (6.180)

where Ψ(x) = d
dx lnΓ (x). Using the definition (6.18), we obtain from Eqs.

(6.179) and (6.180) that the susceptibility is equal to

χ = −kBT N
L2

∂L

∂Π

∣∣∣∣
Π=0

=
Ψ ′(B)

(lnB − Ψ(B) + amin/b)2
. (6.181)

From Eq. (6.181) it follows that Eq. (6.31) holds at intermediate temperatures
only,

Ek ≤ kBT � gb2, (6.182)

when B � 1, Ψ(B) � lnB − 1
2B − 1

12B2 , and

χ � kBT

g(amin + δa)2

(
1 +

1
2βgb2

)
. (6.183)

At high temperatures,
kBT � gb2, (6.184)

when B � 1 and Ψ(B) � −γ0 − 1
B , γ0 being the Euler constant, the correct

limit χ → 1 is restored:

χ � [1 + (amin/b)B +B lnB]−2 � 1 − 2βgbamin. (6.185)

In the limit b → 0 the potential (6.174) reduces to the hard-core potential
Vint(x) = V0Θ(amin − x) with V0 → ∞. In this case Eqs. (6.179), (6.180),
(6.181) yield the expression [567]: χ = (1 − namin)2, where n = N/L.
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6.5.4 Hierarchy of Superkink Lattices

According to renormalization arguments of Sect. 5.2.1, the complex commen-
surate C-structure of the fixed-density FK chain with concentration θ = s/q
(s being the number of atoms per one elementary cell) may be considered as
a lattice of kinks constructed on the background of a more simple commen-
surate structure C0 called the reference structure. Moreover, the renormal-
ization procedure may be repeated by a required number of times, leading to
a set of kink (superkink) lattices. Because of one-dimensionality of the FK
model, all these lattices (superstructures) are disordered at any nonzero tem-
perature T . However, at low temperatures this disordering is “small”, and
the system may be considered as a regular lattice of interacting quasipar-
ticles (atoms, kinks, superkinks, etc.) interpreted as the reference structure
characterized by an effective concentration θ̃ = s̃/q̃ and an effective external
potential with period ãs, with a small number of approximately noninteract-
ing topological excitations (kinks, superkinks, super-superkinks, etc.) which
are characterized by a width d̃ and rest energy Ẽk. Note that these kinks may
be both residual as well as thermally excited. As was shown in Sect. 5.2.1,
the more complex (higher-order) is the reference structure, the lower is the
energy Ẽk of its excitations and, therefore, the larger is to be the number of
excitations which are thermally excited at a given temperature T . Intuitively
it is clear that when the concentration of excitations becomes too large, they
destroy the order of the reference structure, and the given reference structure
disappears (“melts”). Here we derive the equation for this “melting” temper-
ature (not be confused with critical temperature Tc which is always zero for
one-dimensional system with short-range interactions).

As was shown in Sect. 6.5.3, mutual positions of two quasiparticles sepa-
rated by a distance x, x = laA, fluctuate with an amplitude

δ(x) =
√
Λl =

√
χaA|x|. (6.186)

In order that one can construct topological excitations for the reference struc-
ture with θ̃ = s̃/q̃, the mutual fluctuations must be small, δ(x) ≤ ãs/s̃, at
least on a distance of kink width, x̃ ≥ d̃. In this way we come to the upper
limit when the given reference structure may be considered as a regular one;
the corresponding equation is

δ(d̃) = ãs/s̃, or χ(T )aAs̃2d̃ = ã2
s. (6.187)

The solution of Eq. (6.187) defines the temperature T̃melt, above which the
given reference structure is destroyed due to thermal fluctuations. Taking the
expression (6.168) for χ(T ), we see that at T = T̃melt the average distance R̃
between topological excitations is equal to d̃, so that at T > T̃melt the total
concentration of superkinks becomes so large that they begin to overlap.

For the trivial reference structure (s̃ = 1) the susceptibility χ(T ) is known
analytically, and Eq. (6.187) reduces to (2βẼk/π)

1
2 exp(−βẼk) = 1, leading
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to the result
kBT̃melt � Ẽk. (6.188)

It is reasonable to expect that the expression (6.188) will remain valid for
all superstructures with zero number of residual superkinks (although this
statement has not been proved yet for a general case). If the number of
residual (nonthermal) superkinks is nonzero, it follows kBT̃melt < Ẽk, because
residual s-kinks supplement thermally excited s-kink–s-antikink pairs and,
therefore, the criterion R̃ = d̃ is achieved at a lower temperature.

While in the “fixed-density” FK chain kinks can be created by kink-
antikink pairs only, the “free-end” FK chain admits the creation of a single
superkink or super-antikink (with the energy εsk or εs̄k respectively) through
a free end of the chain. Therefore, Eq. (6.188) should be modified in the “free-
end” case to the form

kBT̃melt � min{εsk, εs̄k}. (6.189)

The given reference structure is mostly stable at the center of a step of
the T = 0 Devil’s staircase, while at the edges of steps (i.e., at the points
corresponded to the FvdM transitions) the melting temperature reduces to
zero.

Thus, the whole temperature interval 0 < kBT < Ek can be divided into
m subintervals (m = 1 for s = 1, m = 2 for s = q−1, etc.), where superkink-
gas ideology with corresponding reference structures and superkinks, is ade-
quate.

6.5.5 Equal-Time Correlation Functions

Now let us consider spacial correlation functions which provide an information
on structure of the FK chain. A two-particle correlation function is defined
by

QAB(l − l′) = 〈δA∗
l δBl′〉, (6.190)

where δAl = Al − 〈Al〉, and Al, Bl are functions of atomic displacement ul
(recall ul = xl − las) and, may be, its time derivatives u̇l, ül, etc. Owing
to spacial homogeneity of the chain it is convenient to make the Fourier
transform

Ã(κ) =
1√
N

∑

l

e−iκlδAl, (6.191)

and to define the functions

Q̃AB(κ) = 〈Ã(−κ) B̃(κ)〉 =
∑

l

e−iκlQAB(l). (6.192)

The function Q̃AA(κ) is known as the form-factor of A.
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The simplest form has the form-factor of velocity u̇l:

Qu̇u̇(l) = (kBT/ma)δl0; Q̃u̇u̇(κ) = kBT/ma. (6.193)

Some of correlation functions are coupled owing to the motion equation

ül + ω2
0sl − g(ul+1 + ul−1 − 2ul) = 0, (6.194)

the Fourier transform of which takes the form

¨̃u(κ) + ω2
0 s̃(κ) + 2g (1 − cosκ) ũ(κ) = 0, (6.195)

where we have used the notations sl ≡ sinul and cl ≡ cosxl. Indeed, using
the equation

〈u̇lul′〉 = 〈u̇l〉〈ul′〉 = 0 (6.196)

and differentiating it over time, we obtain the relationship

ω2
0Q̃su(κ) + 2g (1 − cosκ) Q̃uu(κ) = kBT. (6.197)

Analogously, starting from the identity 〈üu̇〉 = 0 and using Eq. (6.195), we
come to the relationships

Q̃üü(κ) = kBT
[
ω2

0〈cl〉 + 2g(1 − cosκ)
]
, (6.198)

ω4
0Q̃ss(κ) = 4g2(1 − cosκ)2Q̃uu(κ) + kBT

[
ω2

0〈cl〉 − 2g(1 − cosκ)
]
. (6.199)

There exist two types of correlation functions depending on whether the
Al and Bl are periodic or nonperiodic functions of ul. Nonperiodic functions
of ul emerge in analysis of mass (charge, spin, etc.) diffusion and transport
described by FK-like models. Below we will consider as an example of such
correlation functions the displacement form-factor Quu. On the other hand,
correlation functions of periodic functions A(u) (such as those for s ≡ sinu,
c ≡ cosu, s 1

2
≡ sin 1

2u, c 1
2

≡ cos 1
2u) are of greatest interest in scattering

experiments. It is important that these experiments yield the possibility to
isolate kink contributions by choosing scattering vectors (and frequencies in
the case of dynamical correlation function) appropriately.

Equal-time correlation functions for the classical FK model can be cal-
culated exactly with the help of TI method. In order to consider the case
of Nω �= 0, let us take the “temperature-pressure” ensemble in which the
correlation function is expressed as

QAB(l1 − l2) = Y −1e−βΠL0

∫
d(∆L)

(2πh̄)−N

∫
du̇1 . . . duN

∫
duN+1

δA(ul1) δB(ul2) δ(uN+1 − u1 −∆L) exp[−βH(u̇1 . . . uN+1)]e−βΠ∆L.

Repeating the calculations just as we did in Sect. 6.5.1, we come to the
relation [496, 520]
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QAB(l1 − l2) = (Z1/Y )e−βΠL0
∑

αβγ

λl1−1
β Aβγλ

l2−l1
γ Bγαλ

N−l2+1
α

∫ +∞

−∞
d(∆L) e−βΠ∆LCαβ(∆L), (6.200)

where

Aβγ =
∫ +∞

−∞
du ψ∗

β(u) δA(u) ψγ(u) ≡ 〈β|δA|γ〉, (6.201)

Bγα =
∫ +∞

−∞
du ψ∗

γ(u) δB(u) ψα(u), (6.202)

Cαβ(∆L) =
∫ as

0
du ψ∗

α(u+∆L) ψβ(u). (6.203)

In the thermodynamic limit, N → ∞, these expressions are simplified to
become

QAB(l1 − l2) =
∑

κ′,p

〈κ∗, 0|δA|κ′, p〉〈κ′, p|δB|κ∗, 0〉

exp {−β|l1 − l2| [εp(κ′) − ε0(κ∗)]} , (6.204)

where κ∗ = iβasΠ. The Fourier transform (6.192) of Eq. (6.204) is:

Q̃AB(κ) =
∑

κ′,p

〈. . .〉〈. . .〉 sinhβ[εp(κ′) − ε0(κ∗)]
coshβ[εp(κ′) − ε0(κ∗)] − cosκ

. (6.205)

Clearly that at large distances the correlation function QAB(l) is dominated
by the TI state with the smallest eigenvalue for which the corresponding
matrix elements are nonvanishing.

Putting formally δB ≡ 1 in Eq. (6.204), we obtain that one-particle aver-
age of a function A(ul) can be expressed as

〈A(ul)〉 = 〈κ∗, 0|A|κ∗, 0〉 =
∫ +∞

−∞
du A(u)P0(u), (6.206)

where the function
P0(u) = η∗

κ∗,0(u)ηκ∗,0(u) (6.207)

serves as one-atomic distribution for the equilibrium state with the given
temperature and pressure.

Displacement Form-factor

With the help of band theory of solids it can be shown [520] that at |κ| � 1

∑

κ,p

|〈κ, p|u|κ∗, 0〉|2 ∝ a2
s

∂2

∂κ2

∣∣∣∣
κ=κ∗

. (6.208)
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The substitution (6.208) into (6.205) yields the asymptotic Q̃uu(κ) ∝ κ−2 at
κ → 0. A more elegant method to derive the low-momentum asymptotic was
proposed by Gillan [565], who used the coupling of Q̃uu(κ) with the mean
square fluctuations of relative displacement Λl,

Λl =
2
N

∑

κ

[1 − cos(κl)] Q̃uu(κ). (6.209)

In the limit N → ∞ we can put
∑
κ → N

∫ +π
−π dκ/2π. Then, substituting

Λl = χa2
A|l|, we obtain the equation

χa2
A|l| =

2
π

∫ π

0
dκ [1 − cos(κl)] Q̃uu(κ). (6.210)

It is easy to see that for l → ∞ Eq. (6.210) may be satisfied if and only if

lim
κ→0

Q̃uu(κ) = χa2
A/κ

2. (6.211)

Thus, the low-momentum behavior of the displacement form-factor is deter-
mined by the susceptibility χ which was calculated above. Analogously it can
be shown that Quu(l) � −1

2χa
2
A|l| for l → ±∞.

Form-Factor of Periodic Functions

For periodic functions A(u), the correlation functions may exhibit two dif-
ferent types of behavior, depending on the relative periodicity of A(u) and
Vsub(u) [533]. If A(u) has periodicity as = 2π (or as/r, r being an integer),
a kink does not change the asymptotic value of A, and the only characteris-
tic length is the kink width d. The TI matrix element 〈κ, p|δA|κ∗, 0〉 couples
the TI ground state, |κ∗, 0〉, only to the κ = κ∗ states of other bands with
p = 0,±1,±2, . . .. The self-coupling of the ground state, 〈κ∗, 0|δA|κ∗, 0〉, sim-
ply provides a “Bragg peak”. If this matrix element vanishes, the form-factor
QAA is determined by the excited states p = ±1,±2, . . . which are separated
from the lowest state by band gaps � ph̄∗ω0. According to Eq. (6.204), the
contribution from the p-th band decays exponentially, ∝ exp(−|x|/ξp), with
the correlation length

ξp = aA/β[εp(κ∗) − ε0(κ∗)] � aA/βph̄
∗ω0 = d/pθ. (6.212)

Thus, the correlation length remains finite as T → 0. In this case the behavior
of QAA can be explained in terms of phonons only, because kink corrections
are exponentially small. In particular, for the SG case (i.e., at g � 1 and
w̃ = 0) at low temperatures, τ ≡ kBT/εk � 1, and at large distances,
|x| � d, correlation functions are found to be [519]

Qcc(x) � 8τ2 exp(−2|x|/d), (6.213)
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Qss(x) � 4τ exp(−|x|/d), (6.214)

Qs1/2s1/2(x) � τ exp(−|x|/d). (6.215)

The functions Qcc and Qss were also calculated numerically by TI technique
by Schneider and Stoll [520].

On the other hand, if A(u) is periodic with the period ras (r ≥ 2, integer),
the correlation function QAA is kink-sensitive. For this case the TI matrix
elements in Eq. (6.204) are nonzero when both κ and κ∗ lie in the same
lowest band and differ by the wave-vector 2π/r. Clearly that these states
will dominate the sum in Eq. (6.204) for large x. Because they are separated
by “tunnel-splitting”, the correlation length ξ will directly reflect the kink
rest energy, and ξ grows exponentially when T → 0. Indeed, using the tight-
binding approximation, ε0(κ) = εc − 2t cosκ, which is appropriate at low
temperatures, we find

ε0(κ) − ε0(κ∗) = 2t {[1 − cos(2π/r)] cosκ∗ + sin(2π/r) sinκ∗} . (6.216)

Adopting the ideal kink-gas approximation, we can put t = 〈npair〉/β〈n〉 and
κ∗ = βasΠ = βµw. Then from (6.204) we obtain for x = laa → ∞

QAA(x) � |〈κ∗ − (2π/r)|δA|κ∗〉|2 exp(−|x|/ξ) cos(x/ξosc), (6.217)

where
ξ−1 = 〈ntot〉[1 − cos(2π/r)], (6.218)

ξ−1
osc = 〈nw〉 sin(2π/r). (6.219)

A simple phenomenological interpretation of this behavior is the following
(see Refs. [517, 533]). Each kink has a property that its passage changes
the variable δA from, e.g., ±δA0 to ∓δA0 for r = 2 case (for example, for
A(u) = cos 1

2u, δA0 = 1). Assuming a gas of independent kinks with a Poisson
separation distribution, and introducing Nk(x) (the number of kinks on the
length x), it can be obtained that

QAA(x) � δA2
0

〈
(−1)Nk(x)

〉
� δA2

0 exp(−2〈ntot〉|x|), (6.220)

that agrees with Eqs. (6.217) – (6.219) for w̃ = 0. Thus, the kink creation
energy appears directly in correlation length, ξ ∝ exp(βεk). Sasaki [563]
have shown that kink-kink interactions do not affect the correlation length
(ξ−1 = 4〈npair〉 at w̃ = 0), but do the magnitude of correlations. For example,

Qc1/2c1/2(x) � [
1 + 8(∆̄〈npair〉)2

]
exp(−|x|/ξ), (6.221)

where ∆̄ is given by Eq. (6.102).
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6.5.6 Generalized FK Models

Finally, we discuss two generalizations of the standard FK model, the first
one consists in replacing the pure sinusoidal substrate potential by a peri-
odic potential of a more general shape, and the second generalization deals
with nonharmonic interatomic potentials. Due to one-dimensionality of the
FK model, any its generalized version has a formally exact TI solution which
may be used to calibrate approximate results. For understanding of physi-
cal behavior of the model, however, the quasiparticle-gas approach is more
appropriate.

Nonsinusoidal Substrate Potential

As was described above, in the quasiparticle-gas approach the problem re-
duced to calculation of the phonon-kink phase shifts, then to calculation
the “renormalized” kink energy (6.89), and, finally, to determination of
the concentration 〈npair〉 of thermally excited kinks. However, using gen-
eral scattering theory (namely, properties of Jost functions), De Leonardis
and Trullinger [568] have shown that explicit knowledge of kink shape and
phase shifts is not needed because all of the quantities entering into thermo-
dynamic functions, can be expressed directly through simple integrals over
the function Vsub(x). Not going into details, we give here the final results
only.

If x1 and x2 are the coordinates of two adjacent absolute minima in
Vsub(x), Vsub(x1) = Vsub(x2) = 0, and Vsub(x) achieves its maximum at
x = xm, so that the barrier is symmetric about this point, then at g � 1 and
low temperatures (kBT � εk)

〈npair〉 = S

(
2
π

)1/2 1
d
(8β

√
g)1/2 exp(−βεk), (6.222)

where d = as
√
g, and the temperature-independent “shape” factor S is given

by
S = [(x2 − x1)/as]ω0φ, (6.223)

where

φ =
1
2

exp

{∫ x2

xm

dx

(
1√

2Vsub(x)
− 1
x2 − x

)}
, (6.224)

and ω2
0 = V ′′

sub(x2)/ma. If the shape of kink ukink(x) approaches x2 according
to the law |ukink(x) − x2| � u0 exp(−x/d) as x → ∞, then the factor φ is
equal to φ = u0/(x2 − x1). Entered into Eq. (6.222) the kink rest energy εk
for a general shape of substrate potential is determined by the equation (see
Sect. 3.3)

εk =
√
g

∫ x2

x1

dx
√

2Vsub(x). (6.225)
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For the SG case, S = 1, and we recover to Eq. (6.93)
Internal (shape) Modes. First let us consider the case when the potential

Vsub(x) has no additional absolute minima between x1 and x2 = x1 +as (but
may have relative minima). In this case the topological structure of kinks
is the same as those for the standard FK model. However, in some cases a
kink may have additionally one more internal degrees of freedom, the so-
called “shape modes” (see Sect. 3.3.2). If this is the case, the total change of
phonon states due to kink very presence, ∆ρ(k), given by Eq. (6.86), satisfies
now Levinson’s theorem (or the Friedel sum rule),

∫ +∞

−∞
dk ∆ρ(k) = −(1 + s), (6.226)

where s is the number of shape models. The Helmholtz free energy is still
given by Eq. (6.68), F = F

(0)
ph −kBT 〈Ntot〉 for the zero window-number case,

but the full energy E can be rewritten now in the form

E = kBT [N − (s+ 1)〈Ntot〉] +
(
εk +

1
2
kBT + skBT

)
〈Ntot〉. (6.227)

This means that now each kink takes away (s + 1) phonon modes from the
phonon spectra; one mode is transferred into the Goldstone mode (or the
PN mode in the discrete FK chain), and other s modes are modified into the
shape modes.

One of interesting examples which exhibits the existence of exactly one
shape mode, is the double-barrier substrate potential where the function
Vsub(x) has one local minimum at the middle distance between x1 and x2 =
x1 + as. In this case the usual FK kink (2π-kink) can be represented as a
coupled pair of two subkinks (π-kinks), and the shape mode corresponds
to relative oscillations of positions of these kinks. When the depth of local
minimum is close to zero (i.e., to the absolute minimum of Vsub(x)), the
mean distance R between the subkinks is large, and an effective potential
which couples π-kinks into 2π -kink, is small. In a result, the amplitude of
mutual vibrations of π -kinks may be large enough even at low temperatures,
and, therefore, we have to take into account an anharmonicity of the shape
mode [207, 569, 570]. As may be understood from a general point of view, the
anharmonic corrections will increase the number of thermally excited kinks
(comparing with the “harmonic” approximation) with increasing of R or T .

Polikink Systems. Another situation emerges when the substrate potential
has one or more additional absolute minima between x1 and x2 = x1 + as,
say, at the point x = x0. In this case the usual 2π-kink of the FK model
splits (“dissociates”) into two (or more) independent subkinks, one “links”
the minima at x1 and x0, and the second, the minima at x0 and x2 (see
Sect. 3.3.4). Depending on the particular shape of Vsub(x), the subkinks may
be called in one case as “large” and “small” kinks, or in another case as
“left” and “right” kinks, etc. Because different types of kinks may overcome
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distinct barriers, they may be characterized by different rest energies, e.g.,
by εSK and εLK with εSK < εLK.

The new feature that enters the kink-gas phenomenology of polikink sys-
tem is a topological constraint on the manner in which the various types
of kinks can be sequentially arranged in the system. For example, the small
kink can be followed by a small antikink or a large kink and not by the
second small kink or large antikink. Taking this fact into account, it can be
shown [185, 571, 572] that the free energy is again determined by Eq. (6.68)
where we have to substitute

〈Ntot〉 =
∑

j

〈N j
tot〉, (6.228)

the index j distinguishing different types of kinks. The expression for the full
energy E, Eq. (6.227), naturally generalizes to the form

E = kBT



N −
∑

j

(sj + 1)〈N j
tot〉



+
∑

j

(
εjk +

1
2
kBT + sjkBT

)
〈N j

tot〉.

(6.229)
Note, however, that if the curvatures of the substrate potential at different
absolute minima (e.g., at x = x1 and x = x0) are different, there exist two
(or more) different phonon branches which yield a “weighted” contribution
to the phonon free energy F (0)

ph [572].
The kink concentrations can be calculated by formulas (6.222) to (6.225 )

with appropriate limits of integration. Because the equilibrium concentrations
are determined by their Boltzmann factors, 〈njpair〉 ∝ exp(−βεjk), it is clear
that thermodynamic characteristics (free energy, entropy, etc.) are dominated
by the “small” kinks (i.e., by the kinks with lower rest energy).

On the other hand, when atomic displacements are involved, they are
accomplished by the creation of equal number of small and large kinks. For
example, the displacement from 0 to as requires one small and one large kink.
Thus evidently that the number of large kinks will be a restricted factor in,
e.g., the displacement form-factor or mass transport along the chain. For
example, in expression for the susceptibility χ we have to replace the value
〈Ntot〉 by the geometrical average [185],

1
〈Nav

tot〉
=

1
〈NSK,tot〉 +

1
〈NLK,tot〉 . (6.230)

The correlation functions were studied in Ref. [571]. it was shown that,
if we introduce the “kink-detecting” function Aj(ul) in such a way that the
product of its values at two lattice sites, namely Aj(ul)Aj(ul′), is sensitive to
j-th kinks between the l-th and l′-th sites, but totally insensitive to any other
types of kinks in the same region of the chain, then QAjAj (x) ∝ exp(−|x|/ξj),
where the correlation length ξj is given by ξ−1

j = 2〈njtot〉 in the zero window-
number case.
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Anharmonic Interatomic Interaction

When the interaction between atoms is anharmonic but remains short-ranged
and strictly convex, we have no new phenomena in system behavior. Statis-
tical mechanics of the chain can be described in the same manner as for
harmonic interactions, and the only difference is that the kink rest energy
εk has to be replaced by the arithmetic average of kink and antikink rest
energies which are different for anharmonic potentials.

An interesting behavior exhibits the FK chain with long-range interaction
when, for example, all atoms in the chain interact according to Kac-Baker
law

Vint(xl − xl′) = g
(1 − r)

2r
r|l−l′|(ul − ul′)2, (6.231)

where r = exp(−α), and α−1 essentially defines the interaction range. The
magnitude of the potential (6.231) decreases exponentially with increasing of
the interatomic distance xl−xl′ ≈ (l−l′)as. The SG model and the double SG
model with the interaction (6.231) have been studied by Croitoru [290] (see
also Ref. [573]). Using the technique of Sarker and Krumhansl [288], the model
can be reduced to an effective model which contains only nearest-neighbor
interactions (see Sect. 3.5.3). The kink rest energy εk for the model (6.231)
tends to the SG value if r → 0, while at r → 1 we have εk → ∞. Therefore,
at any r < 1 the model behavior is similar to that of the standard FK model.
However, in the Van-der-Waals limit, r → 1, the kink creation energy becomes
infinite and their concentration tends to zero. So, there is no excitations which
may destroy the order in the chain at r → 1. The investigation [290] shows
that, analogously to one-dimensional Ising model and φ4 model with long-
range interactions, the r = 1 FK model also has the continuous order-disorder
phase transition which occurs at a finite temperature Tc (kBTc = 2π2g if
g → 0 and kBTc = 4g when g → ∞).



7 Thermalized Dynamics

In the previous chapters we discussed the properties of an isolated FK chain
as a Hamiltonian system. However, for modelling realistic physical objects we
should recall that the effective FK model describes only a part of the whole
physical system while the remainder, with its own degrees of freedom and
other types of excitations, can be taken into account indirectly through an
effective thermostat field. In this chapter we discuss different concepts and
methods for studying the thermalized dynamics of the FK chain.

7.1 Basic Concepts and Formalism

In order to understand the requirements for the study of the thermalized
dynamics, we consider an example of adsorption systems where an external
potential Vsub(x) is created by the atoms which form a crystal surface; in the
case of a crowdion, the periodic potential is produced by the nearest rows of
metal atoms, etc. Because the positions of the substrate atoms are not fixed,
in a general case their motion has to lead to the following effects:

(1) The substrate atoms should feel and response to the configurations of
atoms in the FK chain. Such a “polaronic effect” will lead to increasing of
the amplitude of the external potential Vsub(x);

(2) At a nonzero temperature the substrate atoms are vibrating with some
amplitudes. This leads to a dependence of the amplitude of the substrate
potential εs on the temperature (the Debye-Waller effect);

(3) There always exists an energy exchange between the FK chain and the
substrate. This exchange leads to an additional damping, i.e. to the external
friction ηext. For example, in the case of adatomic chains the external friction
is the main damping mechanism, ηext � ηint.

Thus, the substrate in fact plays a twofold role: first, it produces an effec-
tive external potential on the atoms of the primary chain modelled by the FK
model, and second, it creates a mechanism for the energy exchange between
the atoms of the FK chain and the substrate degrees of freedom. In other
words, the FK chain is usually a nonconservative system, and the substrate
plays a role of a thermostat at a certain temperature T .

To describe the energy exchange mechanisms mentioned above, we have
to introduce an effective friction force acting on the atoms of the FK chain.
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In a general case, the friction force F (fr)
l can be taken in the following form,

F
(fr)
l (t) = −ma

∑

l′

∫ ∞

0
dτNll′(τ) ẋl′(t− τ), (7.1)

where the dot stands for a derivative in time, and the response function

Nll′(τ) ≡ N (ẋl, ẍl, . . . , ẋl′ , ẍl′ , . . . ; τ) (7.2)

is, in a general case, nonlocal, nonlinear, and non-Markovian. The calculation
of this function as well as the solution of the corresponding motion equations
is an extremely complicated problem. To simplify it, one usually assumes
that the operator N is Markovian and local, and, moreover, it does not
depend on the position of a given atom relative to the substrate potential,
i.e., Nll′(τ) = 2ηδll′δ(τ), so that the force (7.1) reduces to the standard
viscous friction,

F
(fr)
l (t) = −maηẋl(t). (7.3)

However, we should realize that the parameter η in Eq. (7.3) is in fact an “ef-
fective” friction coefficient which should be calculated by means of a suitable
averaging of the response function over all atomic trajectories. Thus, in real
systems the value of η should be estimated rather than exactly calculated.

Besides the energy flux from the FK chain to the substrate caused by the
damping force (7.3), the backward flux of the energy to the chain, which is
usually treated as T �= 0 also exist should. This effect may be modelled by
introducing a random force (noise) δFl(t) with zero mean value, 〈δFl(t)〉 = 0,
acting on the l-th atom of the FK chain from the substrate. Amplitude of
the external noise is determined by the fluctuation-dissipation theorem which
guaranties the existence of thermal equilibrium, i.e. the equal shearing of
the kinetic energy between all degrees of freedom, 1

2ma〈ẋ2
l 〉 = 1

2kBT , at
the equilibrium state. Depending on the physical model under consideration,
the external noise may be additive and/or multiplicative. Thus, the problem
reduces to the analysis of dynamics of the FK chain governed by a system of
Langevin-type equations.

Below, we consider the dynamics of the FK chain when it is disturbed
out of the T �= 0 equilibrium state. Dynamic properties of physical sys-
tems are widely studied experimentally with spectroscopic techniques, where
the dynamic correlation function Q(k, ω) is measured directly. The function
Q(k, ω) contains much more detailed information than the equal-time cor-
relation function, because the dynamic correlation function has peaks which
correspond to phonon, breather, and kink excitations. For example, kinks’
contribution into Q(k, ω) leads to the so-called “central peak”, the shape of
which yields the information on the mechanism of the kinks’ motion. Besides,
a response of the system on a small external perturbation describes transport
properties of the FK chain, which is quite important in practical applications
of the model. Recall that the deviation of the FK system from the exactly
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integrable SG model can often be treated as a small perturbation in studying
equilibrium properties of the model. For dynamic characteristics, however,
this deviation plays the main role leading to energy exchange between dif-
ferent degrees of freedom and, therefore, determining the rate of dynamical
processes.

The dynamic properties of the FK model are very complicated and may
be described usually in the framework of some approximate method. Note,
however, that often the only way to check the results of different approximate
approaches is to compare their predictions with molecular dynamics results.

7.1.1 Basic Formulas

Let us outline first the basic technique used in calculation of dynamic corre-
lation functions. For a set of dynamical variables

{Aα}, Aα(t) ≡ Aα({z(t)}), (7.4)

where {z} ≡ (z1, z2, . . . , zN ) denotes a 2N -dimensional vector in the phase
space of all atoms, zl ≡ (ul, pl), pl = mau̇l, l = 1, . . . , N , the correlation
functions are defined as

Qαβ(t) = 〈δA∗
α(t) δAβ(0)〉, δA = A− 〈A〉. (7.5)

Here 〈. . .〉 stands for the averaging over the equilibrium state,

〈A(z)〉 =
∫
dΓ A(z) Weq(z), (7.6)

where dΓ = L−Ndz1 . . . dzN , dzl = duldpl, and Weq is the equilibrium
Maxwell-Boltzmann distribution function,

Weq(z) = Req(u1, . . . , uN )
N∏

l=1

WM (pl), (7.7)

Req(u1, . . . , uN ) = Q−1
N exp[−βU(u1, . . . , uN )], (7.8)

QN = L−N
∫
du1 . . . duN e−βU , (7.9)

WM (p) = (2πmakBT )−1/2 exp(−βp2/2ma), (7.10)

β ≡ (kBT )−1, and U = Usub+Uint is the total potential energy of the system.
Assuming that the system is in contact with a thermostat, the time evo-

lution of the system is described by a set of Langevin equations,

maül +maηu̇l − Fl = δFl(t), (7.11)
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where η describes the rate of energy exchange between the system and the
thermal bath, Fl = −∂U/∂ul = F

(sub)
l + F

(int)
l , and the fluctuation force δFl

satisfies the equations 〈δFl(t)〉 = 0 and 〈δFl(t) δFl′(t′)〉 = 2ηmakBTδll′δ(t −
t′). Equation (7.11) is equivalent to the Fokker-Planck-Kramers (FPK) equa-
tion for the distribution function W (z, t|z′, 0) which describes the probability
of the transition from a configuration z′ at time t = 0 to a configuration z at
time t (see, e.g., Ref. [574]),

Ẇ (z; t|z′; 0) = L(z) W (z; t|z′, 0), (7.12)

where the FPK evolution operator is defined by

L(z) ≡
∑

l

[
− pl
ma

∂

∂ul
− Fl

∂

∂pl
+ η

∂

∂pl

(
pl +makBT

∂

∂pl

)]
. (7.13)

In the overdamped case, η � ωmax, where ωmax is the maximum frequency
of vibrations in the system, we may neglect the inertia term in Eq. (7.11),
and the FPK equation reduces to the Smoluchowsky equation [575]–[577]

Ṙ({u}; t|{u′}; 0) = Lsm({u}) R({u}; t|{u′}; 0), (7.14)

Lsm({u}) ≡ Df

∑

l

(
−β ∂

∂ul
Fl +

∂2

∂u2
l

)
= Df

∑

l

∂

∂xl
e−βU ∂

∂xl
e+βU ,

(7.15)
where Df ≡ kBT/maη. The functions W and R are coupled by the relation-
ship

W (z; t| . . .) =

[
N∏

l=1

WM (pl)

][
1 +

∑

l

pl
maη

(
βFl − ∂

∂xl

)]
R({u}; t| . . .).

(7.16)
Defining the Green function WG as a solution of the FPK equation with

the initial condition WG(z; t|z′; 0)|t=0 = δ(z − z′), the correlation function
(7.5) can be represented as

Qαβ(t) =
∫
dΓ dΓ ′ δA∗

α(z) WG(z; t|z′; 0) δAβ(z′) Weq(z′). (7.17)

It is convenient to introduce also the reduced distributionsW (s) according
to the equation

W (s)(z1, . . . , zs; t| . . .) = L−(N−s)
∫
dzs+1 . . . dzN W (z1, . . . , zN ; t| . . .),

(7.18)
where 1 ≤ s ≤ N and W (N) ≡ W . The reduced distributions are normalized
by

L−s
∫
dz1 . . . dzs W

(s) = 1. (7.19)
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Define also the correlation distributions Φ(s) as

W (2)(z1, z2; t) = W (1)(z1; t) W (1)(z2; t) + Φ(2)(z1, z2; t), (7.20)

W (3)(123) = W (1)(1) W (1)(2) W (1)(3) +W (1)(1) Φ(2)(23)
+W (1)(2) Φ(2)(31) +W (1)(3) Φ(2)(12) + Φ(3)(123), (7.21)

etc. The motion equations for the functions W (s) form a set of N coupled
equations known as the BBGKY hierarchy, an approximate solution of which
is usually obtained by truncation of the chain at some step r by putting Φ(s) =
0 for all s ≥ r. When the dynamical variable A depends on the coordinate of
a single atom only, A = A(zl), the correlation function is expressed through
the first two reduced distributions,

QAA(l, l′; t) =
δll′

L2

∫
dz2 δA∗(zl) W

(1)
G (zl; t|z′

l; 0) δA(z′
l) W

(1)
eq (z′

l)

+
(1 − δll′)

L4

∫
dz4 δA∗(zl) Φ

(2)
G (zl, zl′ ; t|z′

l, z
′
l′ ; 0) δA(z′

l′) W
(2)
eq (z′

l, z
′
l′),

where dz2 = dzldz
′
l and dz4 = dzldzl′dz

′
ldz

′
l′ .

7.1.2 Mori Technique

In investigation of transport properties it is necessary to calculate the func-
tion

Q̄(ω̄) =
∫ +∞

−∞

dω

2πi
Q̂(ω)
ω − ω̄

, Im ω̄ �= 0, (7.22)

where Q̂(ω) is the Fourier transform of the correlation function over time,

Q̂(ω) =
∫ +∞

−∞
dt eiωtQ(t). (7.23)

The function Q̄(ω̄) is analytical on the whole complex plane ω̄ with a cut
along the real axis; in the upper half-plane Q̄(ω̄) coincides with the usual
Laplace transform of Q(t) ,

Q̄(ω̄) =
∫ +∞

0
dt eiω̄tQ(t), Im ω̄ > 0. (7.24)

The Green function WG may formally be introduced by the relation

WG(z; t|z′; 0) = exp [L(z) t] δ(z − z′). (7.25)

Using Eqs. (7.17) and (7.25), the correlation function (7.5) may be rewritten
as
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Qαβ(t) = 〈δA∗
α(0) δAβ(−t)〉

=
∫
dΓdΓ ′ δA∗

α(z)
[
e−L(z′)t δ(z − z′)

]
δAβ(z′) Weq(z). (7.26)

Taking the integral over dΓ ′ by parts (see, e.g., Ref. [574]), we obtain

Qαβ(t) =
∫
dΓdΓ ′ δA∗

α(z) δ(z − z′)
[
e−L+(z′)tδAβ(z′)

]
Weq(z), (7.27)

where the adjoint operator L+ corresponds to the backward evolution of W
according to the Kolmogorov equation

Ẇ (z; t|z′; 0) = L+(z′) W (z; t|z′; 0). (7.28)

For the FPK equation, L+ has the form

L+(z) ≡
∑

l

[
pl
ma

∂

∂ul
+ Fl

∂

∂pl
+ η

(
−pl ∂

∂pl
+makBT

∂2

∂p2
l

)]
, (7.29)

and in the overdamped (Smoluchowsky) case, it takes the form

L+
sm({u}) ≡ Df

∑

l

(
βFl

∂

∂ul
+

∂2

∂u2
l

)
= Df

∑

l

e+βU
∂

∂xl
e−βU ∂

∂xl
. (7.30)

Now, defining a scalar product of two functions A(z) and B(z) as

〈A|B〉 ≡ 〈A∗B〉 ≡
∫
dΓ A∗(z) B(z) Weq(z), (7.31)

the correlation function (7.27) may be rewritten as

Qαβ(t) = 〈δAα|e−L+tδAβ〉. (7.32)

The Laplace transform of Eq. (7.32) is

Q̄αβ(ω̄) = i〈δAα|(ω̄ + iL+)−1|δAβ〉. (7.33)

The function (7.33) can now be calculated with the help of the Zwanzig-Mori
technique [578]–[581] (see also Ref. [582], part V). Namely, introducing the
projection operator

P =
∑

α,β

|δAα〉[Q−1(0)]αβ〈δAβ |, (7.34)

where
Qαβ(0) ≡ 〈δAα|δAβ〉 = Qαβ(t)|t=0, (7.35)

the matrix (7.33) may be presented in the following form,

Q̄(ω̄) = i{ω̄ − [Ω +M(ω̄)]}−1Q(0). (7.36)

Here Ω = −i〈L+δA|δA〉Q−1(0), and M is the so-called memory function,

M(ω̄) = 〈δA|(iLM )(ω̄ + iLM )−1(iLM )|δA〉Q−1(0), (7.37)

where LM = (1 − P)L+(1 − P).
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7.1.3 Diffusion Coefficients

Diffusion properties of the system are determined by the velocity correlation
function

Qu̇u̇(l − l′; t) = 〈u̇l(t) u̇l′(0)〉. (7.38)

As usual, we make the Fourier transforms over spacial coordinates,

ũ(κ, t) =
1√
N

N∑

l=1

e−iκlul(t) = ũ∗(−κ, t), |κ| ≤ π, (7.39)

so that
Q̃u̇u̇(κ; t) = 〈 ˙̃u(−κ; t) ˙̃u(κ; 0)〉 =

∑

l

eiκlQu̇u̇(l; t). (7.40)

Note that the Laplace transforms of the velocity and displacement correlation
functions are coupled by the relationship

Q̄u̇u̇(l; ω̄) = ω̄2Q̄uu(l; ω̃), (7.41)

which follows from the equation

Qu̇u̇(l; t− t′) =
∂2

∂t ∂t′
Quu(l; t− t′).

Now we may introduce the following three diffusion coefficients.
(a) The self-diffusion coefficient Ds is defined as

Ds = lim
ω̄→0+i0

D̄s(ω̄), (7.42)

where D̄s(ω̄) is the Laplace transform of the function

Ds(t) = Qu̇u̇(0; t) =
1
N

N∑

κ

Q̃u̇u̇(κ; t). (7.43)

When Ds �= 0, the self-diffusion coefficient determines a mean-square dis-
placement of a given target atom on a long-time scale,

〈[ul(t) − ul(0)]2〉 � 2Dst, t → ∞. (7.44)

The function D̄s(ω̄) describes incoherent scattering experiments.
(b) The collective diffusion coefficient Dµ is introduced as

Dµ = lim
ω̄→0+i0

Dµ(ω̄), (7.45)

D̄µ(ω̄) being the Laplace transform of the function
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Dµ(t) =
N∑

l=1

Qu̇u̇(l; t) = lim
κ→0

Q̃u̇u̇(κ; t). (7.46)

Because Dµ(t) may be represented as

Dµ(t) = QẎ Ẏ (t), (7.47)

where
Y (t) =

1√
N

∑

l

ul(t), (7.48)

the coefficient Dµ describes a long-time dynamics of the center of mass of the
chain,

〈[Y (t) − Y (0)]2〉 � 2Dµt, t → ∞. (7.49)

From the definitions (7.43) and (7.46) it follows that

Dµ(t) = Ds(t) +
1
N

∑

l �=l′
〈u̇l(t) u̇l′(0)〉. (7.50)

Thus, the function Dµ(t) includes the correlated motion of interacting atoms;
as a result Dµ > Ds usually. Because both Ds(t) and Dµ(t) are real and even
functions, we have

D̂ν(ω) = D̂∗
ν(−ω) = ±2 Re D̄ν(ω ± i0), ν = s, µ, (7.51)

and
Dν =

1
2

lim
ω→0

D̂ν(ω), ν = s, µ. (7.52)

The coefficient Dµ is coupled with the mobility coefficient B by the Einstein
relationship. Namely, the function

B(t) =
{
βDµ(t), if t ≥ 0,
0, if t < 0 (7.53)

describes the linear response of the chain on a small external force F (t) acting
on each atom,

〈j(t)〉 =
∫ +∞

0
dτ B(τ) F (t− τ), F → 0, (7.54)

where j(t) = N−1 ∑N
l=1 u̇l(t) is the atomic velocity averaged over the system.

From Eqs. (7.53), (7.54) we see that B(t) is a generalized susceptibility and
therefore it may be calculated by the Kubo technique [583, 584]. Defining the
atomic flux by the equation

J(x, t) =
∑

l

u̇l(t) δ(x− xl(t)), (7.55)
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we obtain that the force F (t) leads to the average flux 〈J(t)〉 = n 〈j(t)〉.
Thus, when the particles consisting the FK chain have an electric charge e,
the frequency-dependent conductivity of the chain is equal to

σ(ω) = ne2B̂(ω), B̂(ω) = βD̄µ(ω + i0). (7.56)

(c) The chemical diffusion coefficient Dc is defined by the relationship

Dc = Dµ/χ, (7.57)

where χ is the static susceptibility studied above in Sect. 6.5.3. Dc determines
the atomic flux in a nonequilibrium state, when the concentration of atoms
deviates from the equilibrium value n. Namely, when the atomic density

ρ(x, t) =
∑

l

δ(x− xl(t)) (7.58)

slowly deviates from the equilibrium density ρeq(x), the flux of atoms is equal
to

〈〈J(x, t)〉〉 � −Dc
∂

∂x
〈〈ρ(x, t)〉〉. (7.59)

Here the symbol 〈〈. . .〉〉 stands for the average over a microscopic distance
much larger than a. Eq. (7.59) is known as the first Fick law. If we perform
the Fourier and Laplace transforms over x and t, i.e.

¯̃ρ(k, ω̄) =
∫ +∞

0
dt eiω̄t

∫ +∞

−∞
dx e−ikxρ(x, t), (7.60)

Eq. (7.59) takes the form ¯̃
J(kω̄) � ikDc

¯̃ρ(k, ω̄). This equation becomes exact
in the limit k → 0, ω̄ → 0 + i0, which is called the hydrodynamic regime.

7.1.4 Noninteracting Atoms

For the system of noninteracting atoms, Vint ≡ 0, all the diffusion coefficients
coincide,

Ds(t) = Dµ(t) = D(t), Ds = Dµ = Dc = D. (7.61)

In particular, for the trivial case of a free gas of Brownian particles, when
Vsub(x) ≡ 0, we have

D̄(ω̄) = D̄f (ω̄) ≡ Df (1 − iω̄/η)−1, D = Df ≡ kBT/maη. (7.62)

However, when Vsub(x) �= 0, the exact solution is known for two limiting
cases only. First, in the overdamped case, η → ∞ , the diffusion coefficient is
equal to [585]–[589] (when η → ∞)

D = Df

{(∫ as

0

dx

as
e−βVsub(x)

)(∫ as

0

dx

as
e+βVsub(x)

)}−1

. (7.63)
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For the sinusoidal substrate potential Eq. (7.63) yields

D =
Df

I2
0 (βεs/2)

�
{
Df (1 − 1

8β
2ε2s) for kBT � εs,

(πεs/maη) exp(−βεs) for kBT � εs.
(7.64)

Second, in the underdamped case, η → 0, D is determined by the rela-
tion [590, 591]

D = Df

(
2

πmakBT

)1/2 (∫ ∞

εs

dE

〈v(E)〉 e
−βE

)(∫ as

0

dx

as
e−βVsub(x)

)−1

,

(7.65)
for η → 0, where

〈v(E)〉 =
∫ as

0

dx

as

∣∣∣∣

(
2
ma

[E − Vsub(x)]
)1/2∣∣∣∣. (7.66)

For the sinusoidal Vsub(x), Eq. (7.65) yields the result [591]

D = Df

√
πβεs exp(−βεs/2)

2I0(βεs/2)

∫ +∞

0
dt

e−βεst

√
1 + tE(1/

√
1 + t)

(7.67)

� (π/2)Df exp(−βεs) for kBT � εs. (7.68)

In the high-friction case the value D may be represented as a power series
in η−1 [592]–[594], while in the low-friction case the power series in

√
η may

be constructed [591, 595, 596]. For intermediate values of η the diffusion
coefficient is to be calculated numerically [595], [597]–[602].

For a low temperature, kBT � εs, the value D may be represented in the
Arrhenius form,

D = Rλ2, R = R0 exp(−βεs), (7.69)

where R is the escape rate of an atom from the bottom of the potential well,
and λ is the mean distance of atomic jumps. The pre-exponential factor R0
in Eq. (7.69) may be calculated by the Kramers theory [603, 604]

R0 �





βεsη if η < ηl ≡ ω0/2πβεs,
ω0/2π if ηl < η < ω∗,
ω0ω∗/2πη if η > ω∗,

(7.70)

where ω2
0 = V ′′

sub(0)/ma and ω2
∗ = −V ′′

sub( 1
2as)/ma. The value of λ may be

estimated as [605]

λ �
{
asηl/η if η < ηl,
as if η > ηl.

(7.71)

We notice that for ηl < η < ω∗, D � a2
s(ω0/2π)e−βεs , so that the diffusion

coefficient does not depend on the friction η, and this defines the range of
validity of the transition state theory.
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7.1.5 Interacting Atoms

When the atoms interact between themselves, all diffusion coefficients are
different, and all of them depend on the concentration of atoms n. The role
of interaction reduces to the following factors:

(i) Interaction produces an order in atomic arrangement (in one-dimensional
systems this order is short-ranged). This fact results in χ �= 1 and, there-
fore, Dc(n) �= Dµ(n) if n �= 0;

(ii) Every atom feels a potential produced by other atoms and, therefore, the
effective potential for a given atom depends on positions of the neighbor-
ing atoms. In a result, both Ds and Dµ are functions of n. This effect is
of the first-order in Vint and may be approximately described by mean-
field-like theories;

(iii) The motion of a given atom gives rise to motions of the neighboring
atoms. Such a collective motion (sometimes called also by concerned, or
consistent, or relay-raced motion) is an analog of the “polaronic effect”
in the solid state theory. It results in that Ds(n) �= Dµ(n) if n �= 0
(usually Ds < Dµ). At low temperatures such a collective motion can be
described as the motion of a kink as an entity. So, when the kink consists
of r atoms (r ≈ d/as =

√
g), the BBGKY hierarchy of motion equations

has to be truncated at the r-th step as a minimal approximation. In this
case, therefore, the phenomenological approach is more suitable;

(iv) Due to nonintegrability of the FK model, atomic motion is always ac-
companied by energy exchange between different modes leading to intrin-
sic chaotization of its dynamics. The accounting of this effect is a very
complicated problem. Approximately it may be taken into account if we
assume that the friction coefficient η includes the intrinsic friction ηint,
i.e., η = ηext + ηint.

The factors (i) and (ii) have a static nature, while the last two factors
(iii) and (iv) are purely dynamic.

The correct accounting of Vint in consideration of system dynamics is the
very complicated problem even for the Vsub ≡ 0 case. At high temperatures
the perturbation theory based on the Mori technique is used typically. Below
we outline in brief the main approaches to the problem.

By applying the Mori procedure repeatedly, a correlation function may
be represented in the continued-fraction form [606, 607]. In particular, for
the correlation function QẎ Ẏ this procedure gives [608]

D̄µ(ω̄) = Df
η

−iω̄ + b1 + c1
−iω̄+b2+...

cp
−iω̄+∆p+1(ω̄)

, (7.72)

where
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b1 = η,

b2 = 0,
. . . ,

c1 = (β/maN)
∑

ll′
〈F (sub)
l F

(sub)
l′ 〉,

c2 = (c1m2
aN)−1

∑

l

[〈(
F

′(sub)
l

)2
〉

−
〈
F

′(sub)
l

〉2
]
, (7.73)

etc., where

F
′(sub)
l = −∂2Usub

∂x2
l

.

Notice that the interatomic potential Vint does not occur explicitly in Eqs.
(7.73), it only appears in the averages over the stationary distribution Weq.
The averages in c1, c2, . . . may be calculated, e.g., by the transfer-integral
technique. In numerical calculations the continued fraction (7.72) has to be
truncated. Geisel [608] used the truncation at p = 2 putting ∆3 = η which
gives accurate results for a high enough temperature (βεs � 2) in the large-
friction limit. For the standard FK model the coefficients c1 and c2 in the
second-order perturbation theory in βεs are equal to [608]

c1 =
βε2s
8ma

(
2π
as

)2 sinh(2π2/βga2
s)

cosh(2π2/βga2
s) − cos(2πaA/as)

, (7.74)

c2 =
1

8c1

(
εs
ma

)2 (2π
as

)4

. (7.75)

Then, we introduce the correlation functions

GWν (x, p;x′, p′; t) = 〈δfν(x, p, t) δfν(x′, p′, 0)〉, ν = s, µ (7.76)

for the set of dynamical variables

fs(x, p, t) = f(x, p; zl(t)) ≡ δ(x− xl(t)) δ(p− pl(t)) (7.77)

and

fµ(x, p, t) = N−1/2
N∑

l=1

f(x, p; zl(t)). (7.78)

Then the diffusion coefficients may be calculated as

D̄ν(ω̄) = m−2
a lim

k→0

∫
dp dp′ pp′ ¯̃

G
W

ν (k, p; k, p′; ω̄), ν = s, µ, (7.79)

where G̃ is the spacial Fourier transform of G,

G̃(k, p; k′, p′; t) =
∫
dxdx′e−ikx+ik′x′

G(x, p;x′, p′; t). (7.80)



7.1 Basic Concepts and Formalism 255

Note that the variables k and k′ in G̃ are varying within the interval
(−∞,+∞); they should not be mixed with the wave vector κ in the function
Q̃ which is restricted by the first Brillouin zone, |κ| ≤ π.

Using the Mori technique, Munakata and Tsurui [609] obtained the fol-
lowing approximate equations for the functions GWν :

ĠWν (x, p;x′, p′; t) = Lν(x, p) GWν (x, p;x′, p′; t), ν = s, µ, (7.81)

where

Ls(x, p) = − p

ma

∂

∂x
− F

(sub)
eff (x)

∂

∂p
+ η

∂

∂p

(
p+makBT

∂

∂p

)
, (7.82)

Lµ(x, p) GWµ (x, p;x′, p′; t) = Ls(x, p) GWµ (x, p;x′, p′; t)

− ∂

∂p
ρeq(x) WM (p)

∫
dx′′dp′′F (int)

eff (x, x′′) GWµ (x′′, p′′;x′, p′; t). (7.83)

Here ρ(x)
eq is the equilibrium density of atoms,

ρeq(x) =

〈
N∑

l=1

δ(x− xl)

〉
, (7.84)

F
(sub)
eff (x) = − ∂

∂xV
eff
sub(x), the effective substrate potential is defined by the

equation

ρeq(x) = n exp
[−βV eff

sub(x)
]{∫ as

0

dx

as
exp

[−βV eff
sub(x)

]}−1

, (7.85)

and the effective interatomic interaction in Eq. (7.83) is introduced as

βF
(int)
eff (x, x′) =

∂

∂x
φ(x, x′), (7.86)

where φ(x, x′) is the direct correlation distribution for the inhomogeneous
system. The function φ(x, x′) satisfies the integral equation

φ(x, x′) = ψ(x, x′) −
∫
dx′′ φ(x, x′′) ρeq(x′′) ψ(x′′, x′), (7.87)

where ψ(x, x′) is determined by the pairwise correlation distribution intro-
duced in Eq. (7.21),

ψ(x, x′) =
∫
dp dp′ Φ(2)

eq (x, p;x′, p′)
[
R(1)

eq (x) R(1)
eq (x′)

]−1
. (7.88)

Thus, the interatomic interaction renormalizes the external substrate poten-
tial, Vsub → V eff

sub, and also leads to modification of pairwise interactions due
to emerging of the mean field term of the Vlasov type in Eq. (7.83) for Gµ.
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According to Eq. (7.41), the diffusion coefficients may be expressed
through the displacement correlation function. Using the following simple
relationships,

δul = δxl = δ

{∫
dx x δ(x− xl)

}
= δ

{
i lim
k→0

∂

∂k

∫
dx e−ikxδ(x− xl)

}
,

(7.89)
Eq. (7.79) may be rewritten in the form

D̄ν(ω̄) = ω̄2 lim
k,k′→0

∂2

∂k ∂k′
¯̃
G
R

ν (k, k′; ω̄), ν = s, µ, (7.90)

where the reduced correlation function

GRν (x, x′; t) = 〈δϕν(x, t) δϕν(x′, 0)〉, ν = s, µ (7.91)

is defined for the variables

ϕν(x, t) =
∫
dp fν(x, p, t), ν = s, µ, (7.92)

so that ϕs(x, t) = δ(x−xl(t)) and ϕµ(x, t) = N−1/2 ∑
l δ(x−xl(t)). Note also

that 〈ϕµ(x, t)〉 = N−1/2ρeq(x), and that the function F (k, t) ≡ G̃Rµ (k, k; t) is
called the intermediate scattering function. Because

G̃R(k, k′; t) ∝ Const(t) kk′ +O(k3),

Eq. (7.90) may be rewritten in a form

D̄ν(ω̄) =
1
2
ω̄2 lim

k→0

∂2

∂k2
¯̃
G
R

ν (k, k; ω̄), ν = s, µ. (7.93)

Using the Mori representation (7.36) for GR and taking into account that Ω
and M vanish not slowly than k2 as k → 0, we obtain

Dν =
i

2
lim

ω̄→0+i0
lim
k→0

∂2

∂k2

[
ΩRν (k, k) +MR

ν (k, k; ω̄)
]
G̃Rν (k, k; 0). (7.94)

When the memory function vanishes faster than k2 for k → 0, Eq. (7.94)
may be rewritten in a simpler form,

Dν = lim
q→0

[
k−2〈L+δϕ̃ν(k)|δϕ̃ν(k)〉

]
, ν = s, µ. (7.95)

The describes approach is very useful in the overdamped case, when evolution
of the system is described by the Smoluchowsky operator Lsm. Note also that
G̃Rs (k, k; 0) = 〈e−ikxle+ikxl〉 = 1, while the function G̃Rµ at t = 0 defines the
static structure factor

χ̃(k) ≡ G̃Rµ (k, k; 0), (7.96)

so that
χ = lim

k→0
χ̃(k) (7.97)

due to χ = 〈(δN)2〉/N =
∫ ∫

dxdx′ GRµ (x, x′; 0).



7.2 Diffusion of a Single Kink 257

7.2 Diffusion of a Single Kink

First let us discuss the system dynamics when the chain contains a single
kink only. This situation is described by the periodic boundary conditions,
uN+1 = u1 ±as, when the temperature is assumed to be low enough, kBT �
εk, so that the probability of the thermal creation of a kink-antikink pair is
negligible. So, the problem is to derive and solve a stochastic motion equation
for the kink collective coordinate X(t). The kink diffusion coefficient can then
be obtained as

Dk = lim
t→∞

1
2t

〈[X(t) −X(0)]2〉, (7.98)

or, more generally, as

Dk(ω̄) =
∫ ∞

0
dteiω̄t〈Ẋ(t)Ẋ(0)〉, Im ω̄ > 0. (7.99)

The physical reason of a diffusional motion for the kink is the effective
coupling of the FK chain with the thermostat, i.e. the existence of the nonzero
“external” friction coefficient ηext. However, the long-time-scale dynamics of
the kinks might be also diffusional even for an isolated chain. Indeed, as
we have shown above, any deviation of the model from the integrable case
of pure SG system such as nonsinusoidal substrate potential, anharmonic
interatomic interactions and discreteness of the atomic chain will destroy
the exact integrability of the system. Therefore, besides the external chaos
induced by the substrate, the dynamics of the FK chain has to exhibit its
own “intrinsic chaotization”. This effect may be described approximately by
introducing an “intrinsic” friction coefficient ηint. It is clear that ηint cannot
be easily calculated, but it can be estimated by a perturbation technique.

It is interesting that the kink dynamics exhibits two types of diffusion,
namely, the conventional or viscous diffusion and anomalous diffusion. To
explain the latter mechanism of the kink diffusional motion, we recall that
any collision of a kink with other excitations such as phonons or breathers
causes a phase shift of the kink, i.e. the displacement of the kink’s coordinate.
If such collisions occur randomly in time, the kink will undergo a Brownian
random walk, however, keeping its averaged velocity unchanged because such
collisions are almost elastic (or even completely elastic for the SG limit). It
is important that this diffusion mechanism exists even in the integrable SG
model where the viscous diffusion is absent (if, of course, we suppose that the
mechanism which makes the collisions can be modelled as a random process,
e.g., due to coupling with a thermal bath of phonons). A physical reason
for the anomalous diffusion is based on the fact that a kink is an extended
object with its own width, whereas a usual particle cannot exhibit this type
of motion being a point-like object which does not suffer a shift of its location
after a collision. The coefficient of the anomalous diffusion can be calculated
in the random phase approximation as it is usually assumed in the case of the
friction for a particle linearly coupled with a thermostat (see, e.g., Ref. [610]).
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In real physical systems the kink diffusion coefficient is determined by
both mechanisms mentioned above, and one can expect thatDk is determined
by the anomalous diffusion coefficient Da for short-time scales, t � η−1, and
by the viscous diffusion coefficient Dη for t � η−1. Besides, in a strongly
discrete chain, when the amplitude of the PN potential exceeds the energy of
kink’s thermalized motion, EPN > kBT , the kink diffusion becomes thermally
activated according to the Arrhenius law, Dk ∝ exp (−EPN/kBT ) .

7.2.1 Langevin Equation

In the presence of the viscous friction (7.3) and the additive stochastic force,
the motion equation for the classical FK chain is changed to be

maẍl +maηẋl − g(xl+1 + xl−1 − 2xl) + V ′
sub(xl) = δFl(t), (7.100)

where ẋl ≡ dxl/dt. The fluctuation-dissipation theorem says that the self-
correlation function of the fluctuation force δFl should satisfy the relation

〈δFl(t) δFl(t′)〉 = 2ηmakBT δ(t− t′), (7.101)

while the cross-correlation function, 〈δFl δFl′〉 for l �= l′, can be defined in
an arbitrary manner. In particular, it is natural to suppose that the spacial
correlations decay exponentially with a correlation length λF ,

〈δFl(t) δFl′(t′)〉 = 2ηmakBT exp (−|l − l′|as/λF ) δ(t− t′). (7.102)

Below we consider the SG limit, i.e. g � 1 and V ′
int(x) = sinx, when we

should take xl = las + ul, las → x, ul(t) → u(x, t), δFl(t) → δF (x, t), so that
the Langevin equation (7.100) becomes (recall ma = 1)

∂2u

∂t2
− d2 ∂

2u

∂x2 + η
∂u

∂t
+ sinu = δF (x, t). (7.103)

In order to write Eq. (7.102) in the continuum limit, we have to use addi-
tionally the rules

∑
l → ∫

dx/as and δll′ → asδ(x− x′), thus obtaining

〈δF (x, t) δF (x′, t′)〉 = 2ηkBT
exp(−|x− x′|/λF )

2λF [1 − exp(−as/2λF )]
δ(t− t′). (7.104)

For a spatially uncorrelated random force, λF → 0, Eq. (7.104) reduces to

〈δF (x, t) δF (x′, t′)〉 = 2ηkBTasδ(x− x′) δ(t− t′), (7.105)

while for the coherent external noise, λF → ∞, this leads to the relation

〈δF (x, t) δF (x′, t′)〉 = 2ηkBTδ(t− t′). (7.106)

In dimensionless units, when x̃ = x/d and t̃ = ω0t, the Langevin equation
(7.103) takes the form (we omit all the tildes in what follows),
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∂2u

∂t2
− ∂2u

∂x2 + sinu = f(x, t;u, ut) ≡ δF (x, t) − η
∂u

∂t
. (7.107)

If the perturbation f is small, the solution of Eq. (7.107) can be obtained
by the perturbation technique [27, 86]. Namely, looking for a solution in the
form of a nonrelativistic kink,

u(x, t) = 4 tan−1 exp {−σ[x−X(t)]} , (7.108)

we obtain the following equation for the kink’s coordinate X(t),

d2X

dt2
= −σ

4

∫ ∞

−∞
dx

f(x, t;u, ut)
cosh[x−X(t)]

. (7.109)

Thus, the effect of perturbations reduces to modulations of the kink’s coor-
dinate and velocity while the kink’s shape is assumed to be unchanged (the
adiabatic approximation). Equations (7.107) and (7.109) lead to the Langevin
equation for X(t) (see, e.g., Refs. [244, 611, 612])

m
d2X

dt2
+mη

dX

dt
= δFk(t) (7.110)

with the kink fluctuation force satisfying the relation

〈δFk(t) δFk(t′)〉 = 2ηm∗kBT δ(t− t′). (7.111)

Here m is the kink’s mass, and the effective mass m∗ is defined as

m∗ =
∫ ∞

−∞
dx

∫ ∞

−∞
dx′ u(x) u(x′) 〈δF (x) δF (x′)〉

=
mas

2λF [1 − exp(−as/2λF )]
ξ

(
2,

1 + λF /as
2λF /as

)
, (7.112)

where ξ(s, v) =
∑∞
n=0(n+v)−s is the generalized Riemann zeta-function. For

a large-time scale, t � η−1, the Langevin equation describes the Brownian
kink motion,

〈X2(t)〉 = 2Dηt, Dη =
(
m∗

m

)
kBT

mη
, (7.113)

where Dη is the diffusion coefficient.
Thus, if the fluctuation force is spatially uncorrelated, i.e. λF � d, from

Eq. (7.112) we have m = m∗ and the mean kinetic energy of a nonrelativistic
kink, 1

2m〈Ẋ2(t)〉, is equal to the thermal energy 1
2kBT in the equilibrium

state. In this case the kink diffusion coefficient is equal to [146, 612, 613]

Dη =
kBT

mη
. (7.114)
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In the opposite case of spatially correlated fluctuation force, i.e. for λF �
d, we find m∗ = (π2/2)m, and the thermal energy of a single kink is modified
to be

1
2
m〈Ẋ2(t)〉 =

π2

4
kBT. (7.115)

The reason for such a renormalization is that a kink is an extended object and,
therefore, its coupling to an external source of noise varies to be determined
by a ratio of the kink’s width d and the noise correlation length λF . In the
case of a coherent external noise the kink diffusion is determined by the
expression [146, 241, 612, 614]

Dη =
π2

16
kBT

mη
. (7.116)

The result (7.116) has been verified with the help of molecular dynamics
simulations [241]–[243] which showed that the assumption of the preserved
kink’s shape works with a good accuracy.

The kink diffusion for the case of uncorrelated noise was studied in detail
by Quintero et al. [615] in the continuum limit approximation, when the
motion equation reduces to the SG form (7.103) with the correlator (7.105).
The solution was looked for in the form

u(x, t) = uSG[x−X(t)] +
∫ +∞

−∞
dk Ak(t)Ψk[x−X(t)], (7.117)

where uSG(x) is the shape of (nonrelativistic) SG kink, X(t) is its position,
and {Ψk(x)} is the complete orthonormal set of eigenfunctions of the lin-
ear Schrödinger-type equation (3.51) of Sect. 3.3.2. Recall that Ψ0(x) corre-
sponds to the zero-frequency Goldstone mode, while others describe phonon
modes disturbed by the kink. Substitution of the ansatz (7.117) into Eq.
(7.103) results in a system of stochastic second-order differential equations
for the new variables X(t) and Ak(t). Then, defining the parameter ε as
ε = (2ηkBT )1/2 and assuming that ε is small at low temperatures, the func-
tions X(t) and Ak(t) are expanded in powers of ε, i.e. X(t) =

∑∞
n=1 ε

nXn(t)
and Ak(t) =

∑∞
n=1 ε

nAnk (t). By substituting these expansions into the sys-
tem of equations mentioned above and grouping together the terms of the
same order of ε, one obtains the hierarchy of equations, the lowest orders of
which can then be solved. After quite lengthy but straightforward calcula-
tion the authors found the second-order in T correction to the kink diffusion
coefficient (7.114),

Dη =
kBT

mη

(
1 + C

kBT

εk

)
, (7.118)

where εk = 8
√
g is the kink rest energy, and the numerical factor C is equal

to C ≈ 1.733 (for the overdamped case, η → ∞, Quintero et al. [616] had
found with the same approach somewhat a smaller value for the numerical
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constant C, C ≈ 1.244). The dependence (7.118) quite well agrees with the
results of simulation for temperatures kBT < 0.1 εk.

The result (7.118) is somewhat surprising. Indeed, the damping and
stochastic force in Eq. (7.103) destroy the exact integrability of the SG equa-
tion, which usually results in the kink-phonon interaction. Such an interac-
tion typically leads to kink “dressing” by a phonon cloud (polaronic effect),
so that the kink effective mass and viscosity should increase, m → meff > m
and η → ηeff > η. Indeed, Quintero et al. [615] obtained that the average
kink’s kinetic energy is larger than the one corresponding to the equipartition
principle,

1
2
m〈Ẋ2(t)〉 =

1
2
kBT

(
1 + C ′ kBT

εk

)
(7.119)

(here C ′ ≈ 2.744), which may be explained by an increase of the kink effective
mass. One could expect that the kink diffusivity ∼ kBT/meffηeff will decrease
comparing with the value given by Eq. (7.114). The reason why the effect is
just opposite, is in that the kink is not a point-like object, but an extended
one.

In the discrete FK system, we have to take into account oscillations of
kink’s shape when it moves in the PN relief. These oscillations result in
radiation of phonons, so that the kink-phonon interaction leads to an intrinsic
damping of kink motion. Approximately this effect can be accounted by using
in Eqs. (7.114) or (7.116) a temperature-dependent friction coefficient,

η(T ) ≈ η(0) + αT, (7.120)

where α is some numerical coefficient [617].
In some physical problems the fluctuation force acting on the FK chain

from the substrate is modelled by a multiplicative external noise. In this case
the corresponding Langevin equation takes the form

∂2u

∂t2
− d2 ∂

2u

∂x2 + η
∂u

∂t
+ sinu = δV (x, t) sinu, (7.121)

where δV (x, t) is usually assumed to be Gaussian with zero mean value and
the correlation function

〈δV (x, t) δV (x′, t′)〉 = µδ(t− t′)δ(x− x′), (7.122)

µ being a measure of the noise intensity, µ ∝ T . The perturbation theory
applied to this kind of problems shows that the multiplicative noise leads to
a similar Brownian motion of the kink with a diffusion coefficient different
from that calculated for an additive noise [241, 618].

7.2.2 Intrinsic Viscosity

In the previous section we have assumed that the viscous friction η has its
origin in the energy exchange between the atoms of the chain and the sub-
strate, i.e. it corresponds to the external friction ηext. It is clear, however,
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that a Brownian kink diffusion should exist also in an isolated FK chain,
and the main reason for that is nonintegrability of the primary model. If the
corresponding response function (7.1), (7.2) is approximated by a local func-
tion, and the fluctuation force, by an additive uncorrelated noise, the kink
diffusion coefficient is calculated to be

Dη =
kBT

mηint
, (7.123)

so that the problem itself reduces to the calculation of the intrinsic friction
coefficient ηint.

Although the value ηint cannot be calculated exactly, it can be estimated
considering the momentum exchange at a kink collision with other excitations
such as phonons and/or breathers. These calculations are usually based on
perturbation techniques such as the Mori technique and memory-function
approach, the inverse scattering transform, the technique in which the kink’s
coordinate X(t) is treated as a canonical variable, etc [619]–[625].

As an example, let us below describe briefly the approach used by
Bar’yakhtar et al. [625], where the continuum limit of the FK model with
nonsinusoidal substrate potential was investigated. As usual, the field variable
u(x, t) is presented in the form

u(x, t) = uk(x− vt) + φ(x, t), (7.124)

where uk corresponds to a slowly moving unperturbed kink, and φ(x, t)
describes the phonon field accompanying the kink motion. Substituting
Eq. (7.124) into the system Hamiltonian and expanding Vsub(uk + φ) into
the Taylor series in φ, the Hamiltonian can be presented in the form
H = Hk + Hph + Hint, where Hk corresponds to an isolated kink, Hph de-
scribes the phonon subsystem, and the third term,

Hint =
∞∑

n=3

Hn; Hn ∝ 1
n!

∫
dx

(
δnVsub(u)

δun

)∣∣∣∣
u=uk

φn, (7.125)

is responsible for inelastic scattering of phonons on the moving kink. Then,
let us introduce the complete set of functions Ψα(x) found as eigenfunctions of
the pseudo-Schrödinger equation (3.52); we denote the corresponding eigen-
values as ωα. The set {Ψα(x)} consists of the Goldstone mode, the shape
modes (if any), and the continuum spectrum modes. Using this basis, we
introduce new canonical variables ξα by the expansion

φ(x, t) =
∑

α

ξαΨα(x) eiωαt, (7.126)

and rewrite Hint in the terms of ξα. Then one can calculate the probability of
the n-phonon inelastic scattering process and obtain the corresponding con-
tribution to the rate of the energy exchange ηint. For the pure SG model such
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a procedure gives the trivial result ηint = 0 because the contributions of all
the orders compensate each other, as it should be for an exactly integrable
model where the kink motion is not accompanied by radiation [619, 625].
Otherwise, for a nonintegrable case, the lowest-order contribution to the in-
elastic scattering comes from the three-phonon scattering and it leads to a
viscous friction coefficient

ηint ≈ C1ω0

(
kBT

εk

)2

. (7.127)

Substituting Eq. (7.127) into Eq. (7.123), we obtain the diffusion coefficient
for a slowly moving kink in the isolated FK chain,

Dη = Cd2ω0

(
εk
kBT

)
. (7.128)

The numerical factors C1 and C in Eqs. (7.127) and (7.128) depend on the
particular model under consideration and, for example, in the case of the φ4

model C ≈ 20 [620].
Equations (7.127) and (7.128) describe the classical behavior of the

chain. At extremely low temperatures, i.e. for kBT � h̄ω0, we should em-
ploy the quantum statistics for phonons which leads to the result [625]
ηint ∝ exp(−C2h̄ω0/kBT ), and Dk ∝ T 2 exp(C2h̄ω0/kBT ), where C2 is an-
other numerical constant. The quantum effects in kink diffusion were also
considered by Alamoudi et al. [626].

7.2.3 Anomalous Diffusion

When a kink collides with other excitations, it suffers a phase shift, or a
spatial displacement δ(k) without a change of its momentum. As a result,
the kink’s coordinate which has an initial value X0, evolves according to the
equation

X(t) = X0 + V0t+ δX(t), δX(t) =
∫
dk δ(k) νt(k), (7.129)

where V0 is the initial kink velocity, and νt(k) dk stands for the number of
kink’s collisions with excitations having the wavenumbers between k and
k + dk. The function νt(k) is defined as νt(k) = ρ(k)nt(k), where ρ(k) is
the density of the phonon states with the wavenumber k, and nt(k) is the
number of collisions with the mode having the wavenumber k. Note that
such an approach can be based on a phonon picture of the low-energy exci-
tations [620], [627]–[631], as well as on an alternative description in terms of
breathers [624, 632, 633] both the approaches lead to identical results. Here
we follow the work of Theodorakopoulos and Weller [624].

Let us assume that the low-energy excitations constitute a heat bath, i.e.
that the kink-phonon collisions occur in a random manner and, moreover,
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that for the time interval between the collisions the heat bath “regenerate”
its equilibrium state. In this case, due to a series of spatial shifts {δ(k)} of
the kink, the kink dynamics will be diffusional to be considered as a random
walk with the mean velocity V0,

〈(X(t) −X0 − V0t)2〉 = 2Dat. (7.130)

Since the shift δ(k) is proportional to the squared amplitude of the scattered
phonon (or breather), the anomalous diffusion constant Da is proportional to
T 2. Indeed, the fluctuations of the kink’s position with respect to the thermal
average of X(t) is equal to

δX(t) =
∫
dk δ(k) δνt(k), (7.131)

and thus
〈[δX(t)]2〉 =

∫
dk dk′ δ(k) δ(k′) 〈δνt(k) δνt(k′)〉. (7.132)

Taking the phonons as a thermal bath, we obtain

〈δνt(k) δνt(k′)〉 = L−1|v(k)| tρ0 δ(k − k′)〈[δn(k)]2〉, (7.133)

where v(k) is the group velocity of phonons with the wavenumber k, v(k) =
dωph(k)/dk, ωph(k) =

√
ω2

0 + c2k2, and ρ0(k) = ρ0 ≡ L/2π, L being the
chain length. Using the classical limit of the Bose-Einstein statistics,

〈[δn(k)]2〉 = [kBT/h̄ωph(k)]2,

we get from Eqs. (7.132) and (7.133) the result

〈[δX(t)]2]〉 = 2Dat, Da = C̃d2ω0

(
kBT

εk

)2

. (7.134)

Here the numerical factor C̃ depends on the model under consideration, for
example, C̃ = 2/3π for the SG system and C̃ = 0.916 for the φ4 model [620,
634].

Anomalous (nondissipative) kink diffusion was first investigated by Wada
and Schrieffer [627] for the φ4 model. It should be emphasized that this
diffusion mechanism assumes the existence of an “external” thermalization
which produces the low-energy heat bath. The only mechanism of such a
thermalization is the energy exchange between different degrees of freedom
of the system, which emerges due to nonintegrability of the isolated FK chain
and/or due to a coupling of the chain with the substrate. As a result, the
anomalous diffusion defined by (7.130) exists only on short-time scales, t �
η−1, where η = ηext + ηint, while for t � η−1 the kink dynamics should
be viscous leading to the standard expression 〈[X(t) − X0]2〉 = 2Dηt with
Dη = kBT/mη [622], [635]–[637].
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As was verified by Theodorakopoulos and Weller [624], the dominant con-
tribution to Da comes from a relatively narrow band of the phonon wavenum-
bers, k ∼ 0.05π/as. Therefore, the continuum limit approximation yields
a correct value of Da for the discrete FK model as well. Besides, a small
number of phonons in the vicinity of the Brillouin-zone edges gives rise to
inelastic kink-phonon scattering [629] leading to a small contribution to the
coefficient η. The anomalous diffusion was observed for the SG model in
the molecular dynamics simulations by Theodorakopoulos and Weller [624].
Notice, however, that a discretization procedure applied to the continuum
equation always destroys integrability of the model and could be a factor for
the subsequent viscous diffusion of kinks.

7.2.4 Kink Diffusion Coefficient

In a general case, the kink diffusion coefficient Dk(ω) is determined by Eq.
(7.99). Using the Kubo-Mori technique [580, 584], the coefficient Dk(ω) can
be expressed in the form [637]

Dk(ω) =
kBT

m[η(ω) − iω]
, (7.135)

where η(ω) is the total generalized friction coefficient. Expanding η(ω) in ω,

η(ω) = η0 − iη1

(
ω

ω0

)
+ η2

(
ω

ω0

)2

+ . . . , (7.136)

the real part of the diffusion coefficient can be presented as

Re Dk(ω) ≈ kBT

m

η0 + η2(ω/ω0)2

η2
0 + (ω/ω0)2[(ω0 + η1)2 + 2η0η2]

. (7.137)

Thus, the viscous diffusion is characterized by the coefficient

Dk ≈ kBT

mη0
, η0 = lim

ω→0
η(ω). (7.138)

It dominates for low frequencies, ω � ω∗, or long-time scales, t � t∗ =
2π/ω∗, where ω∗ = ω0

√
η0/η2. For the SG model we have η0 = 0 and ω∗ = 0,

so that the viscous diffusion is naturally absent. Otherwise, at high frequen-
cies when ω � ω∗ (or short time scales) the anomalous diffusion dominates.
Comparing Dk(ω) for ω � ω∗ with the value Da given by Eq. (7.134), we
can estimate the coefficient η2 as η2 ∼ ω0(kBT/εk) and then the crossover
frequency ω∗ is found to be

ω∗ ≈
(
ω0η0εk
kBT

)1/2

. (7.139)
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For the isolated FK chain, when, according to Eq. (7.127), η0 ∼
ω0(kBT/εk)2, we obtain ω∗ ∼ ω0(kBT/εk)1/2. Thus, if ω �= 0 and the tem-
perature T increases, a crossover from the anomalous diffusion Dk ≈ Da to
the standard (viscous) diffusion Dk ≈ Dη should take place. This effect was
investigated by Ogata and Wada [620] for the φ4 model (see Fig.7.1). How-
ever, if the FK chain is coupled with a thermostat and η0 �= 0 as T → 0, the
inverse consequence should take place.

Fig. 7.1. Log–log plot of the real
part of Dk(ω)/d2ω0 for the φ4

model, as a function of the dimen-
sionless temperature T̃ = 2

3kBT/εk

for several values of the dimension-
less frequency ω̃ = ω/ω0. In the
region T̃ < ω̃2 the diffusion coef-
ficient is approximately Da ∝ T 2,
while in the region T̃ > ω̃2, Dk(ω)
approaches to the curve Dη ∝
T−1 [620].

Up to now we have neglected by the existence of the PN relief in the FK
chain. In a strongly discrete FK chain, when g ≤ 1, the amplitude of the
PN potential may exceed the kink thermal energy, and the kink diffusion will
become activated. Phenomenologically, in such a case the Langevin equation
(7.110) for the kink’s coordinateX(t) has to be replaced by the equation [174,
613, 638, 639]

mẌ +mηẊ + V ′
PN (X) = δFk(t), (7.140)

where VPN (X) ≈ 1
2εPN (1− cosX), δFk(t) is the Gaussian force, 〈δFk(t)〉 = 0

and 〈δFk(t) δFk(t′)〉 = 2ηmkBTδ(t − t′), and m is the kink mass defined by
Eq. (3.10). The damping coefficient η in Eq. (7.140) coincides with the ex-
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ternal friction coefficient for an isolated atom, provided the intrinsic kink’s
friction may be neglected. Indeed, this can be easy checked by performing
the operation m

∑+∞
l=−∞ . . . for both sides of the motion equation (7.11) and

taking into account the definition of the kink coordinate X. The applicabil-
ity of the Langevin equation (7.140) has been carefully tested by Cattuto
et al. [640] in the framework of the overdamped φ4-model. It was shown
that at very high discreteness, g � 1, one should take also into account a
weak dependence of the kink mass and the kink’s damping coefficient on the
kink coordinate X, because both m(X) and η(X) are actually the periodic
functions with minima at X corresponding to bottoms of the PN potential.

Equation (7.140) leads to the Arrhenius form for the diffusion coefficient
at t → ∞ (or ω → 0),

Dk = D0 exp(−εPN/kBT ), (7.141)

where the pre-exponential factor D0 can be calculated approximately with
the help of the Kramers theory,

D0 ≈
{
a2
sωPN/2π if η∗ � η < ω∗

PN ,
a2
sωPNω

∗
PN/2πη if η > ω∗

PN ,
(7.142)

where

ωPN =
(
V ′′
PN (0)
m

)1/2

, ω∗
PN =

(
−V ′′

PN (as/2)
m

)1/2

,

and
η∗ =

ωPNkBT

2πεPN
.

The case of a low friction, η < η∗, is rather complicated to be investigated
analytically. Numerically, an activated kink diffusion (7.141) was observed in
the molecular-dynamics simulations for the φ4 model by Combs and Yip [641],
and for the undamped standard FK model by Holloway and Gillan [642],
Gillan and Holloway [552].

In application of the theory discussed above to realistic physical objects
the following remarks should be taken into account:

(i) The total “generalized” friction coefficient η(ω) consists of the intrinsic
contribution ηint and the external (substrate) contribution ηext, both ηint and
ηext depend, in a general case, on the frequency ω and the temperature T .
In some cases, for example, for the chain of atoms chemically adsorbed on a
crystal surface, the intrinsic friction is negligible, ηint � ηext [184];

(ii) The intrinsic friction ηint has an origin in radiation-induced effects
due to nonintegrability of the FK chain unlike the completely integrable SG
equation. This nonintegrability is caused by all the factors such as discreteness
effects, a nonsinusoidal shape of the substrate potential, anharmonicity of the
interatomic interaction, the possible presence of impurities, etc.
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7.3 Dynamic Correlation Functions

Dynamic correlation functions describe experimentally measured spectra.
Namely, for the system being in the equilibrium state, the differential cross-
section of inelastic scattering of a particle (e.g., a photon, electron, neu-
tron, ion, etc.) with changing of its energy (εfin = εini − h̄ω) and momentum
(kfin = kini − k) is expressed through the dynamic correlation function,

d2σ

dΩ dε
∝
(
kfin

kini

)
̂̃
QAA(k;ω). (7.143)

Here Ω is the cone angle, and ̂̃
QAA(k;ω) is the Fourier transform of the

structure factor QAA(x, t),

̂̃
QAA(k;ω) =

∫ +∞

−∞
dt eiωtQ̃AA(k; t), (7.144)

Q̃AA(k; t) = 〈δÃ(−k; t) δÃ(k; 0)〉, (7.145)

δÃ(k; t) =
1√
N

∑

l

exp(−iklas)[Al(t) − 〈Al(t)〉]. (7.146)

In the continuum limit we have to put

A(x; t) = as
∑

l

δ(x− las) Al(t) (7.147)

and
δÃ(k; t) =

1√
Las

∫
dx e−ikx[A(x; t) − 〈A(x; t)〉]. (7.148)

The dynamic correlation function is connected with the static one studied
above in Sect. 6.5.5 by the relationship

Q̃(k) = Q̃(k; t = 0) =
∫ +∞

−∞

dω

2π
̂̃
Q(k;ω). (7.149)

The variable A in the correlation function is related to the basic variables
entering the system Hamiltonian. For example, light scattering arises from
fluctuations of the atomic density, so we have to put

A(x; t) = ρ(x; t) ≡
∑

l

δ(x− xl(t)). (7.150)

When the FK model describes a ferromagnetic chain of spins, then

Al = sl ≡ sinul or Al = cl ≡ cosul, (7.151)

while for the antiferromagnetic chain, suitable variables are [630, 632, 633]
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Al = s 1
2 ,l

≡ sin
(ul

2

)
or Al = c 1

2 ,l
≡ cos

(ul
2

)
. (7.152)

It is natural to expect that all elementary excitations of the FK chain
such as phonons, breathers and kinks will participate in scattering processes
leading to different peaks (resonances) at different k and ω. Unfortunately,
there is no a firmly based analytical technique to calculate dynamic corre-
lation functions for a system of interacting particles evolving according to
Newton’s or Langevin equations, therefore computer simulations remain to
be the most powerful method for their calculation. However, at low- or high-
temperature limits, the dynamic correlation functions admit approximate
analytical treatment.

A more simple is the high-temperature case, kBT � εk, where the sub-
strate potential is irrelevant, kinks do not play a role, and the FK chain
behaves as a weakly interacting phonon gas, associated with nearly har-
monic large amplitude oscillations with the acoustic dispersion law, ω2

T (k) =
2g [1 − cos(kaA)]. In this case the correlation functions are expected to have
peaks corresponded to resonances close to ω = ±ωT (k). This prediction has
been confirmed by molecular-dynamics simulation [643].

In the low-temperature limit, kBT � εk, we have to expect a weakly-
damped resonances at ω = ±ωA(k), where ωA(k) corresponds to the optic-
phonon branch with the self-consistent frequency (θ � 1)

ω2
A(k) = ω2

0 〈cosul〉 + 2g [1 − cos(kas)].

Thus, the high-frequency peaks in dynamic correlation functions are expected
to be predominantly due to a one-phonon response, with possible anharmonic
broadening and contributions from higher-order multiphonon processes [643,
644].

If A is odd function of u such as A = u2 or A = c ≡ cosu, the one-
phonon peak is absent, and the first nonvanishing contribution to QAA comes
from two-phonon processes. For example, the anharmonic perturbation the-
ory yields the following expression for the function Qcc [643]:

̂̃
Qcc(k;ω) ∝

(
kBT

εk

)2 ∑

k′

δ(ω ±∆ω+) + δ(ω ±∆ω−)
ω2
A(k′) ω2

A(k − k′)
, (7.153)

where ∆ω± = [ωA(k′) ± ωA(k − k′)]. The first term in the right-hand-side
of Eq. (7.153) gives a high-frequency resonance at ω ≈ 2ωA(k), while the
second term predicts a low-frequency peak at ω ≈ 0. So, in this case the two-
phonon difference processes yield a contribution to the “central peak”. This
contribution, however, could be significant at large k only, kd ≥ 1 [643, 644],
because at small k the dominant contribution to the central peak comes from
kinks (see below).

Another nontopological excitation, the breather, can participate in dy-
namic correlation functions as well. The internal breather vibrations with
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a frequency ωbr (0 < ωbr < ω0) may lead to a high-frequency peak, while
the Goldstone mode of the breather may give a contribution to the central
peak. However, the breather’s contributions are not separated clearly from
the phonon and kink contributions (see discussion in Refs. [518, 643, 644].

Now we discuss kink’s contributions to the dynamic correlation functions.
Clearly that they may be essential at low temperatures only. As an example,
we consider light scattering experiments, where we are dealing with the den-
sity structure factor Qρρ. In the continuum approximation the fluctuations
of the atomic density are described by the function

ρ(x; t) � − 1
as

∂u

∂x
. (7.154)

To study kink’s contribution to Qρρ, let us neglect phonon fluctuations and,
moreover, ignore the intrinsic kink structure, putting, for simplicity,

u(x; t) �
∑

j

asσjΘ(x−Xj(t)), (7.155)

where Θ(x) is the Hevisade (step) function and the sum stands to a summa-
tion over all kinks. The approximation (7.155) is valid on the spacial scale
x ≥ d, i.e. for small scattering wave-vectors, k ≤ d−1. The function ρ(x; t) is
now given by

ρ(x; t) �
∑

j

σj δ(x−Xj(t)). (7.156)

Substituting Eq. (7.156) into Eqs. (7.145) and (7.148), we obtain

Q̃ρρ(k; t) � L−1
∑

j

〈exp (ik[Xj(t) −Xj(0)])〉

= L−1
∑

j

exp
(

−1
2
k2〈[Xj(t) −Xj(0)]2〉

)
, (7.157)

where we have neglected the kink-kink correlations according to the basic
assumption of the kink-gas phenomenological approach.

For the free (ballistic) motion of kinks we have

〈[Xj(t) −Xj(0)]2〉 = 〈[Ẋj(0) t]2〉 =
kBT

m
t2. (7.158)

The Fourier transform of Eq. (7.157) with Eq. (7.158) yields the dynamic
correlation function

̂̃
Qρρ(k;ω) ∝ exp

(
− mω2

2kBTk2

)
. (7.159)

More accurate calculations (see Refs. [73, 643], [645]–[654]), which take into
account the effects of the kink shape, lead to the following expression,
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̂̃
QAA(k;ω) = (2πk)−1ntotγ̄

−2P (v̄)|B(k/γ̄)|2, (7.160)

where ntot is the total concentration of kinks, v̄ = ω/k,

γ̄ = γ(v̄) ≡ (1 − v̄2/c2)−1/2, (7.161)

the function

P (v) = γ3 exp(−γεk/kBT )
[∫ +c

−c
dv γ3 exp(−γεk/kBT )

]−1

(7.162)

describes the velocity distribution of an ideal relativistic gas of kinks, and the
kink form-factor B associated with the variable A (recall that for the light
scattering A(x; t) = ρ(x; t)) is defined as

B(q) =
∫ +∞

−∞
dx e−qxA[uk(x)], (7.163)

uk(x) being the kink’s shape, so that B(q) decays on a scale proportional to
the inverse kink width. In the nonrelativistic limit, kBT � εk, Eq. (7.160)
predicts the Gaussian peak (7.159), which is restricted to small k and ω val-
ues. Note that at higher temperatures this peak may split due to relativistic
effects in P (v).

Otherwise, if kink’s dynamics is Brownian, 〈[Xj(t) − Xj(0)]2〉 ≈ 2Dkt,
Eq. (7.157) yields the Lorentzian central peak [630], [632]–[634],

̂̃
QAA(k;ω) ∝ Dk(ω) k2

ω2 + [Dk(ω) k2]2
. (7.164)

Thus, kink’s contribution yields the central peaks around k = 0 and
ω = 0 in dynamic correlation functions. Their intensities are proportional to
the kink density ntot. The width of the peak in the k-direction is roughly the
inverse of the kink width d. For the ballistic motion of kinks the peak width
in the ω-direction is proportional to the wavevector k. The diffusive motion
of kinks broadens the central peak, the broadening being larger for larger k.

When phonon contributions are taken into account, the intensity of the
central peak decreases. On the other hand, the phonon peaks at ω = ±ωA(k)
are broadened owing to presence of kinks because the kinks destroy the co-
herence of the phonon wave due to phase shifts at their collisions [653, 654].

The behavior of other dynamic correlation functions such as Qss, Qcc,
Qs/2,s/2 is similar to that described above (see Ref. [519] and references
therein).

Molecular-dynamics simulations [643, 644] verified that namely kinks are
responsible for the central peak at k ≤ d−1. Therefore, measuring the shape
of the central peak (Gaussian or Lorentzian), one can make a conclusion
on character of kink’s motion (ballistic or diffusion). Moreover, in the latter
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case we may find the diffusion coefficient Dk(ω) and observe the crossover
from the viscous (dissipative) diffusion to the anomalous (nondissipative)
diffusion with changing k and ω values [635]. Note that the neutron spin-
echo experiments with the one-dimensional antiferromagnet (CD3)4NMnCl3
(TMMC) yield the Lorentzian form of the central peak [655, 656].

Besides the central peak, in strongly discrete FK chain, where kink’s diffu-
sion is thermally activated due to existence of large PN barriers, εPN ≥ kBT ,
kinks yield additional peaks at ω = ±ωPN [641].

The kink-sensitive correlation functions such as Qc/2,c/2, were studied in
Refs. [517, 537, 657, 658]. In the quasiparticle-gas approximation it can be
estimated as

Q(x; t) ∝
〈
(−1)N(x,t)

〉
� exp (−〈N(x; t)〉) , (7.165)

where N(x, t) is the total number of kinks and antikinks whose trajectories in
x–t plane cross the line segment (0, 0)–(x, t). For the ballistic kink’s motion
〈N(x, t)〉 is defined by the expression

〈N(x; t)〉 = ntot

∫
dv P (v) |x− vt|, (7.166)

and can be expressed in terms of the error function. When the kink motion
is diffusive, Eq. (7.166) should be slightly modified [632].

7.4 Mass Transport Problem

Investigation of mass or charge transport is very important for practical ap-
plications of the FK model. A flux of atoms may be caused by a gradient of
atomic concentration or by applying of an external driving force. The former
is described by the chemical diffusion coefficient Dc, and the latter, by the
mobility B, or the collective diffusion coefficient Dµ. Besides, motion of a
given (target) atom is described by the self-diffusion coefficient Ds. At high
temperatures all diffusion coefficients can be calculated with the help of a
perturbation theory. At low temperatures, however, we have to use either
molecular dynamics simulations, or the phenomenological approach based on
the quasiparticle-gas ideology. Below we consider the mass transport coeffi-
cients only, although the FK model may be used as well to find other kinetic
coefficients, for example, the thermal conductivity of the FK chain [553].

In order to show general approaches to the problem, we begin this section
with a more simple case of a free atomic chain, when the substrate potential
is absent at all. Then we describe the perturbative approaches which work at
high temperatures, and the phenomenological approach which can be used at
low T . Finally, we discuss the temperature and concentration dependencies
of diffusion coefficients.
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7.4.1 Diffusion in a Homogeneous Gas

Because of complexity of the transport problem, let us discuss first the
Vsub(x) ≡ 0 case. In this case from Eqs. (7.11) and (7.48) it follows that
due to pairwise character of interatomic interactions the motion equation for
the coordinate Y (t) does not include the interaction Vint(x). Therefore, from
Eq. (7.47) we have

D̄µ(ω̄) = D̄f (ω̄). (7.167)

Eq. (7.167) can be obtained also from the continued fraction expansion (7.72)
to (7.75). Thus, the interaction does not influence the collective diffusion and
conductivity of the homogeneous gas. However, the chemical diffusion and
self diffusion are essentially modified by the interactions.

Chemical Diffusivity

The chemical diffusion coefficient (7.57) for the homogeneous gas is equal to

Dc = Df/χ0. (7.168)

For the harmonic, Toda, and hard-core interatomic potentials the expressions
for the susceptibility χ0 have been given above in Sect. 6.5.3. Besides, for the
homogeneous gas the static structure factor may be calculated by carrying
out an expansion in small βVint(x). To the second order in βVint(x), χ̃0(k) is
equal to [659]

χ̃0(k) �
{

1 + nβṼint(k) − n

2
β2

∫ +∞

−∞

dk′

2π
Ṽ ∗

int(k
′ + k/2) Ṽint(k′ − k/2)

}−1

,

(7.169)
where

Ṽint(k) =
∫ +∞

−∞
dx e−ikxVint(x). (7.170)

Expression (7.169) is valid provided the interaction Vint(x) is sufficiently small
compared with kBT for all x. For arbitrary Vint(x) but low atomic density n
the value χ̃0(k) may be found by means of a virial expansion [659],

χ̃0(k) = 1 + n

∫ +∞

−∞
dx e−ikx

[
e−βVint(x) − 1

]
+ O(n2). (7.171)

Note also that for the harmonic and hard-core potentials the static structure
factor is known exactly. For the harmonic potential, Vint(x) = 1

2g(x − aA)2,
the substitution xl = laA + wl yields

χ̃0(k) =
∑

l

〈eik(xl−x0)〉 =
∑

l

eiklaA〈eik(wl−w0)〉

=
∑

l

eiklaAe− 1
2k

2〈(wl−w0)2〉 =
∑

l

eiklaA exp[−(k2/2βq)|l|] =

= sinh(k2/2βg)/[cosh(k2/2βg) − cos(kaA)]. (7.172)
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For the hard-core potential,

Vint(x) =
{∞ if |x| < ahc,

0 if |x| > ahc,
(7.173)

where 1
2ahc is the hard-core radius, χ̃0(k) is equal to (e.g., see Ref. [660])

χ̃0(k) = 1 + 2 Re
{
e−ikahc [1 + ik(ahc − aA)] − 1

}−1
. (7.174)

Thus, the chemical diffusion coefficient Dc depends on the sign of inter-
action: for repulsion interaction (Vint > 0, χ < 1) Dc is larger, while for
attractive interaction (Vint < 0, χ > 1 ), Dc is lower than Df .

Self-Diffusion Coefficient

Calculation of the self-diffusion coefficient Ds is a delicately problem even in
the Vsub = 0 case. In the overdamped case, η → ∞, it is convenient to use the
Mori technique and Eq. ( 7.94). When the interaction is weak, the expansion
up to the terms of the second order in βVint(x) yields [659, 661]

Ωs(k, k) = −iDfk
2,

Ms(k, k; ω̄) � in(βDf )2
∫ +∞

−∞

dk′

2π
(kk′)2|Ṽint(k′)|2

−iω̄ +Df [k′2 + (k − k′)2]
, (7.175)

so that the memory function lowers the self-diffusion coefficient as follows,

Ds � Df

{
1 − 1

6
nβ2

∫ +∞

−∞

dk

2π
|Ṽint(k)|2

}
. (7.176)

Thus, collective nature of the atoms motion, i.e. the factor (iii) mentioned
above in Sect. 7.1.5, hinders the motion of a given atom for either sign of the
interaction, contrary to the behavior of the chemical diffusion coefficient Dc.
Besides, Dieterich and Peschel [659] calculated the memory function in the
limit of low atomic density, but arbitrary Vint(x).

When the friction η is not large, the calculation of Ds becomes too com-
plicated because of inertia effects [661],[662]–[667]. However, for the harmonic
interatomic potential the value Ds may be calculated exactly.

Harmonic Chain

For the harmonic potential, Vint(x) = 1
2g(x − a2

A), the motion equations for
the Fourier variables (7.39) decouple,

¨̃u(κ, t) + η ˙̃u(κ, t) + ω2(κ)ũ(κ, t) = δF̃ (κ, t)/ma, (7.177)
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〈δF̃ (κ, t) δF̃ (κ′, t′)〉 = 2ηmakBTδκ,−κ′δ(t− t′), (7.178)

ω2(κ) =
1
2
ω2

max(1 − cos κ), ω2
max = 4g/ma, (7.179)

and the correlation function Qu̇u̇ can be calculated exactly,

¯̃
Qu̇u̇(κ, ω̄) = Df

−iω̄η
ω2(κ) − iω̄η − ω̄2 . (7.180)

From Eq. (7.43) we obtain that

D̄s(ω̄) =
∫ +π

−π

dκ

2π
¯̃
Qu̇u̇(κ; ω̄) = D̄f (ω̄)Ψ(ω̄), (7.181)

where

Ψ(ω̄) =
{ −iω̄(η − iω̄)
ω2

max − iω̄(η − iω̄)

}1/2

. (7.182)

Notice that

lim
ω̄→0+i0

lim
g→0

D̄s(ω̄) = Df �= lim
g→0

lim
ω̄→0+i0

D̄s(ω̄) = 0. (7.183)

Thus, for the harmonic chain Ds = 0 exactly. Dynamics of a target atom
is described by the following equations [668, 669]

〈(xl(t) − xl(0))2〉 �





(kBT/ma)t2 for t � t1,
2(kBT/maω1)t for t1 � t � t2,
4Df (ηt/πω2

max)
1/2 for t � t2,

(7.184)

where t1 = ω−1
1 , ω1 = max(η, ωmax), and t2 = ω−1

2 , ω2 = min(η, ω2
max/η).

The sub-diffusional asymptotic behavior 〈(xl(t)−xl(0))2〉 ∝ √
t at t → ∞

is the result of one-dimensionality of the system. Because the interatomic
potential is unbounded, Vint(x) → ∞ for x → ±∞, the atoms cannot pass one
another in the one-dimensional system. The Lennard–Jones, Toda, and Morse
potentials satisfy this condition as well and, therefore, they will lead to the

√
t

long-time dynamics too. In real physical systems, however, the interatomic
potential depends on the absolute value of the distance, Vint(x) = Vint(|x|),
and also it should vanish at infinity, Vint(x) → 0 when x → ∞. Thus, if
Vint(0) �= ∞, the atoms may pass one another, and the self-diffusion coefficient
is to be nonzero,

Ds ∼ Df exp
{−(namin)[βVint(0)]2

}
. (7.185)
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7.4.2 Approximate Methods

Now we return to an inhomogeneous system. At high temperatures its diffu-
sional properties can be studied by two variants of the perturbation theory.
First, we may start from the Vsub(x) = 0 limit (see Sect. 7.4.1) and then
treat βVsub(x) perturbatively. Second, we may begin with the Vint(x) = 0
case (see Sect. 7.1.4) and consider βVint(x) as a small perturbation. At a low
temperature, however, when the main contribution to diffusional properties
is expected to come from kinks, both perturbative approaches fail because
kinks can not be obtained adequately by perturbation techniques, so that we
have to use a phenomenological approach.

Perturbative Expansions

When the intermediate scattering function for a homogeneous system, F0(k; t)
≡ G̃Rµ (k, k; t), is known, the substrate potential can be accounted by the
perturbation technique. Applying the Mori projection formalism to QẎ Ẏ ,
Dieterich and Peschel [659] have obtained the following expression to second
order in βVsub(x):

D̄µ(ω̄) � Df



1 − iω̄/η +Df

∑

j

(
βkj |V (kj)|)2F̄0(kj ; ω̄

)



−1

. (7.186)

Here kj = j(2π/as) is the reciprocal lattice vector, j = 0,±1, . . ., and the sub-
strate potential is expanded into the Fourier series, Vsub(x) =

∑
j V (kj)eikjx,

so that for the sinusoidal Vsub(x) it follows V (kj) = 1
4εs(δj,1 + δj,−1). The

Mori representation for F0 is the following [659]

F̄0(k; ω̄) =
iχ̃0(k)

[ω̄ −Ω0(k) −M0(k; ω̄)]
, (7.187)

where Ω0(k) = −iDfk
2/χ̃0(k). Note that in the overdamped case (η → ∞)

the memory function M0 to second order in βVint is given by the expres-
sion [659]

M0(k; ω̄) � i

2
n(βDf )2

∫
dk′

2π
f2(k, k′)

[−iω̄ +Df (k2/2 + 2k′2)]
, (7.188)

where

f(k, k′) = k

[(
1
2
k + k′

)
Ṽint

(
1
2
k + k′

)
+
(

1
2
k − k′

)
Ṽ ∗

int

(
1
2
k − k′

)]
.

If we neglect by the memory function M0 (i.e., if we ignore the correlated
motion of atoms), Dµ takes the form [670]
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Dµ � Df



1 + β2
∑

j

|V (kj)|2 χ̃2
0(kj)




−1

. (7.189)

For the standard FK model Eqs. (7.189) and (7.172) coincide with the con-
tinued fraction result given by Eqs. (7.72) to (7.75).

Thus, the change in chain’s conductivity to second order in βVsub(x) is
determined by the static structure factor χ̃0(k) taken at the reciprocal sub-
strate vectors kj . The function χ̃0(k) has maxima at the wavevectors which
are multiplier of kA ≡ 2π/aA reflecting the short-range order owing to the
interatomic potential Vint(x) [see, e.g., Eq. (7.172) for the harmonic Vint].
From Eq. (7.189) it follows that the collective diffusion coefficient Dµ is sup-
pressed if the dominant kj coincides with kA, i.e. when the pair interaction
favors a short-range order which is commensurate with the substrate period-
icity. Otherwise, Dµ is enhanced if χ̃0(kj) < 1, i.e. when the interatomic and
substrate periodicity is incommensurate.

Clearly that βVsub(x) can be treated perturbatically provided kBT � εs
only. Besides, at kBT ≤ Ek, Ek being the kink creation energy, a collective
motion of atoms corresponding to motion of a kink as an entity, should play
the main role in mass transport. However, this effect is completely ignored in
Eq. (7.189), and is not accounted adequately in Eq. (7.186) too, because the
βVsub perturbation expansion cannot lead to a correct description of kinks
which are nonlinear excitations. Thus, a range of validity of the described
perturbation approach is determined by the inequality

kBT � max (εs, Ek). (7.190)

Mean–Field Approximation

If the interaction potential Vint(x) can be treated as a small perturbation,
we may truncate the BBGKY hierarchy of equations for the distribution
functions at some step r. The simplest mean-field (MF) theory supposes that

W (N)({zl}; t) =
N∏

l=1

W (1)(zl; t),

whereW (1) should satisfy the one-particle FPK equation with a self-consistent
one-particle potential V MF

sub (x) defined by the equation

V MF
sub (x) = Vsub(x) +

∫ +∞

−∞
dx′ Vint(x− x′) ρ(x′, t). (7.191)

This approximation is adequate as far as βVint(x) � 1 for all x.
When the interatomic potential is unbounded as, e.g., the harmonic one,

the MF approximation may be modified in the way proposed by Trullinger
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et al. [671] and Guyer and Miller [496]. Namely, the distribution is looked
for in a form

W (z; t) = Weq(z)
N∏

l=1

h(zl; t). (7.192)

The ansatz of Eq. (7.192) retains exactly the equilibrium correlations be-
tween atoms, while the motion of different atoms is again assumed to be
independent. Therefore, this approximation works at kBT � Ek only. In
solid state theory, such type of approximation is known as the dynamic MF,
or random-phase approximation (RPA). The RPA approach leads to motion
equations which are similar to Eqs. (7.81)–(7.85) obtained by Munakata and
Tsurui [609].

The RPA approximation was firstly applied to the standard FK model
with θ = 1 in the overdamped limit (η → ∞) by Trullinger et al. [671] and
by Guyer and Miller [496]. They have obtained the collective diffusion coef-
ficient Dµ with the help of response theory, assuming that a small driving
force F is applied to each atom and then calculating the resulting flux of
atoms in the steady state. It follows that in the limit F → 0 the value Dµ is
determined by Eq. (7.63) where, however, we have to substitute an effective
one-atomic potential V eff

sub(x) instead of the bare potential Vsub(x). The po-
tential V eff

sub(x) is given by Eq. (7.85), V eff
sub(x) ∝ −kBT ln ρeq(x). Thus, the

computation of Dµ reduces to finding an equilibrium atomic density ρeq(x).
The function ρeq(x) can be calculated exactly with the aid of transfer-integral
technique [496, 671]. Besides, at high temperatures, kBT � εs, the pertur-
bation expansion in βVsub(x) can be employed; the result coincides with that
given by Eq. (7.189). Finally, if the interatomic potential is short-ranged, e.g.,
exponential,

Vint(x) = V0e
−|x|/aint , (7.193)

then at low and intermediate atomic concentrations, when the range of pair
forces is comparable with or smaller than the mean atomic separation, aint ≤
aA, a virial-type approach can be used [670]. Namely, truncating the BBGKY
hierarchy for distribution functions R(s)

eq (u1, . . . , us) by putting

R(2)
eq (x, x′) � R(1)

eq (x) R(1)
eq (x′) exp[−βVint(x− x′)], (7.194)

we obtain an integral equation for V eff
sub(x),

V eff
sub(x) = Vsub(x) + kBT

∫ +∞

−∞
dx′

{
1 − e−βVint(x−x′)

}
ρeq(x′), (7.195)

which is to be solved self-consistently by iteration. Clearly that Eq. (7.195)
reduces to Eq. (7.191) if βVint(x) � 1 for all x.

When the friction η is not very large, we may solve the FPK equation
following the Munakata-Tsurui approach (7.81) to (7.88). Finite-damping
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corrections to the Smoluchowsky equation correct up to the order η−3 have
been calculated by Schneider et al. [673] and by Lee and Trullinger [674].

The main effect of pair interaction consists in renormalization of the ef-
fective one-particle potential which each atom sees. As follows from Eqs.
(7.191) and (7.195), the interatomic interaction lowers the barrier height,
εs → εeffs < εs, independently on the character of interaction (repulsion
or attraction) provided the function Vint(x) is strictly convex [V ′′

int(x) > 0]
and slowly varies on distances x ∼ aA. Compared with the noninteracting
case, the value Dµ increases with increasing of the strength of interaction
gA = V ′′

int(aA) and decreasing of the temperature T . These conclusions were
confirmed by Munakata and Tsurui [609] for the exponential repulsion po-
tential (7.193) with V0 > 0 by numerical solution of the FPK equation (7.83)
using an expansion of GWµ in Fourier series over coordinates and Hermite
polynomials over momenta (see Fig. 7.2).

Fig. 7.2. Amplitude of the
effective one-particle poten-
tial α = (εeffs − εs)/εs for
the exponential interaction
(7.193) vs. aint at different
temperatures kBT/εs = 2.0,
1.0, 0.5, and 0.25 (dotted,
dashed, solid, and dot-dashed
curves, respectively), and
V0 = 2πεs, η = ω0/2π [609].

For the hard-core interaction (7.173) the situation is more complicated
[659, 670, 675]: the conductivity can be enhanced or suppressed compared to
the independent particle case, depending on the ratio of the hard-core diame-
ter ahc to the substrate constant as (see Fig. 7.3). Notice that the results are
periodic in ahc with the period as. At high temperatures this behavior follows
from Eqs. (7.189) and (7.174). Otherwise, in the low temperature limit the
density ρeq(x) may be taken to be a sum of δ-functions located at the po-
tential minima xm = mas. Then, for the ahc < as case the effective potential
can be found from Eq. (7.195) which results in the following expression for
the collective diffusion coefficient [670],



280 7 Thermalized Dynamics

Dµ � Dµ0 exp
[
θ sgn

(
1
2
as − ahc

)]
, ahc < as, (7.196)

where θ = nas and Dµ0 stands for the diffusion coefficient at n = 0. It is
interesting to compare the dependence (7.196) with predictions of the Lang-
muir lattice-gas model, which forbids the double occupancy of wells. The
latter gives Dµ = Dµ0(1 − θ), that is similar to the result of Eq. (7.196) for
the case when 1

2as < ahc < as, i.e. when the jump of an atom from a site
to the nearest neighboring occupied site is forbidden. On the other hand,
when 0 < ahc <

1
2as so that two atoms can sit in the same well, the escape

rate will be enhanced by their mutual repulsion. According to Eq. (7.196),
the hard-core interaction does not influence the activation energy for jumps
(because of εeffs − εs ∼ kBT ), but rather enters the pre-exponential factor.

Fig. 7.3. Collective diffusion coefficient Dµ vs. the hard-core diameter ahc: (a)
Results for different atomic concentrations, θ = 0.1, 0.3, and 0.5, obtained for the
overdamped case at kBT/εs = 0.5 [670]; (b) Dependencies ηDµ vs. ahc/as for η = 1,
2, and 8. The curves are obtained by numerical solution of the FPK equation for
two atoms subjected into the sinusoidal potential which is closed to form a ring
after four periods, so that θ = 1/2 [675].

For more realistic interatomic potentials, for example, if a Coulomb re-
pulsion potential is added to the hard-core potential, the oscillatory behavior
of Dµ on ahc is smeared out and the maximum in Dµ(ahc) is suppressed be-
cause the Coulomb repulsion prevents the atoms from reaching the hard-core
distance [675].

Above we have considered the collective diffusion coefficient Dµ only. The
chemical diffusion coefficient Dc = Dµ/χ may be easily obtained by using
the results of Sect. 6.5.3 for the susceptibility χ. The calculation of the self-
diffusion coefficient Ds, however, is a more complicated problem owing to
significant role of the memory function (i.e., the collective motion of atoms).
This question will be studied below in Sect. 7.4.4.
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7.4.3 Phenomenological Approach

At low temperatures, kBT ≤ Ek, when both of the described above pertur-
bation approaches fail, we may use a quasiparticle-gas approximation. Let us
suppose that the FK chain contains Ntot = Nk+Nk̄ kinks and antikinks with
coordinates Xj(t) and topological charges σj . The atomic displacements can
be written in the following form,

ul(t) = uph
l (t) +

Ntot∑

j=1

u
σj

l [Xj(t)], (7.197)

where uσ describes the shape of a slowly moving kink, and uph corresponds
to localized phonons. For θ0 = 1 and g � 1 the kink shape is

uσl (X) � 4 tan−1 exp[−σ(las −X)/d], (7.198)

where d = as
√
g and as = 2π. From Eqs. (7.197), (7.198) we obtain the

expression for the atomic velocities

u̇l(t) = u̇ph
l (t) +

Ntot∑

j=1

Ẋj(t)
2σj
d

sech {σj [Xj(t) − las]/d } . (7.199)

Substituting Eq. (7.199) into Eqs. (7.45)–7.48) for Dµ(ω̄), we obtain three
types of terms. First, this is a contribution from the phonon correlation func-
tion 〈u̇ph(t) u̇ph(0)〉 of the form

Dph
µ (ω̄) = Df

∑

κ

iω̄η

iω̄η + ω̄2 − ω2
ph(κ)

, (7.200)

where κ numerates the phonon modes with frequencies ωph(κ). Because the
phonon spectrum of the FK chain is optical, ωph > 0, the contribution (7.200)
tends to zero at the limit ω̄ → 0. Second, the mixed correlation functions
〈u̇ph(t) Ẋj(0)〉 describe the kink-phonon interactions. The rigorous calcula-
tion of these functions is too complicated. In the phenomenological approach,
however, we may suppose that this interaction is taken into account indirectly,
if the kink concentration ntot and the friction coefficient for the moving kink
are calculated in a way which includes the kink-phonon interaction. Finally,
to calculate the third contribution, we assume that the kink concentration is
small, ntot � n, so that kinks can be treated as independent quasiparticles,
and that ∫ ∞

0
dt 〈Ẋj(t) Ẋj′(0)〉 = δjj′Dk, (7.201)

where Dk is the diffusion coefficient for a single kink. Then, substituting Eq.
(7.199) into Eqs. (7.45), (7.46), (7.38) and using the continuum limit, we
obtain approximately that
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Dµ � 1
N

(〈Nk〉Dk + 〈Nk̄〉Dk̄) . (7.202)

Thus, the collective diffusion of the FK chain is directly proportional to the
total kink concentration, Dµ ∝ 〈ntot〉 [113, 613, 638]. For the standard FK
model with the θ0 = 1 reference structure in the SG limit (g � 1) we can
take Dk = Dk̄ = kBT/mη (m being the kink mass) and 〈ntot〉 from Eqs.
(6.73), (6.93), thus obtaining

Dµ = Dfπ
3/2

√
2(βEk)1/2 exp(−βEk). (7.203)

This result was first obtained by Büttiker and Landauer [676]. It is interesting
that the formal application of the RPA approximation of Sect. 7.4.2 for the
βEk � 1 and g � 1 case, where the transfer-integral technique leads to
the Schrödinger equation which can be evaluated analytically, leads to the
result similar to Eq. (7.203) except an incorrect factor (βEk)3/2 instead of
the correct one (βEk)1/2 [496, 671].

The low-temperature conductivity of the FK system can be calculated
more rigorously with the aid of generalized rate theory [247, 525], [676]–
[678]. Namely, dynamics of the N -atomic chain can be described as motion
of a point in the N -dimensional configuration space. If we define the hyper-
surface E = U(x1, . . . , xN ) in the (N+1) -dimensional space (x1, . . . , xN , E),
where U is the total potential energy of the system, the point will move on this
hyper-surface. The motion of the point is described by the Langevin equa-
tion which includes damping and stochastic forces acting on mobile atoms
from the thermal bath. The hyper-surface has an infinite number of minima
(absolute and relative), maxima and saddle points. Then, let us introduce
the adiabatic trajectory as a curve which connects the nearest-neighboring
absolute minima and passes through the saddle point characterized by the
minimum height of E. If we assume that the system moves strictly along the
adiabatic trajectory, its low-temperature dynamics can be described with the
aid of the one-dimensional Kramers theory [603]. Small fluctuations of the
system trajectory from the adiabatic one can be accounted in the framework
of the generalized rate theory [575], [679]–[683] (see also Ref. [604]).

At low temperatures the rate of dynamical processes will be described
by the Arrhenius law, R = R0 exp(−βεa), and the activation energy εa is
given by the difference between the total potential energy in the unstable
saddle-point configuration which has to be crossed, and the configuration
corresponding to the absolute minimum of U . The pre-exponential factor R0
is determined by the curvature of the hyper-surface at the minimum and
saddle points and by the external friction η. Usually the damping is large
enough so that when the system moves from one configuration to another,
it completely relaxes (thermalizes) in the new configuration before a next
jump takes place. However, if the FK chain is isolated (ηext = 0) and its
parameters are close to the completely integrable SG case (i.e. g � 1), so
that the intrinsic friction is very small, ηint � ω0, the chain dynamics will
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be more complicated due to existing of “long jumps” of the point through
several minima due to inertia effects.

In applying of this ideology to calculation of conductivity of the FK chain
one may suppose that a constant driven force F is applied to each atom
and then use the response theory. The force will drive kinks to the right and
antikinks to the left up to their eventual recombination by collision with other
kinks or annihilation at chain’s ends. In the steady (time-independent) state
the constant flux of atoms is supported by continuous thermal creation of
new kink-antikink pairs. Thus, we have to calculate an adiabatic trajectory
which describes the creation of a k-k̄ pair and the subsequent motion of the
kink and antikink in the PN potential in the opposite directions.

For the FK chain with a weak interatomic interactions (g � 1) we have
Ek � εPN , so that the activation energy εa is determined by the height of
the PN barriers εPN ≤ εs, Dµ ∝ exp(−βεPN ) [525]. Otherwise, when the
coupling of atoms is strong (g ≥ 1), we have Ek > εPN , and the atomic flux
is restricted by the nucleation rate of k-k̄ pairs, Dµ ∝ exp(−βEk) [676, 677].

For the standard FK model which has the kink-antikink symmetry, Dk =
Dk̄, Eq. (7.202) can be rewritten in the form

Dµ � χDk, (7.204)

where χ = 〈ntot〉/〈n〉. The same result may be obtained in a general case
if the concentration of residual (“geometrical“) kinks excess the concentra-
tion of thermally excited kinks, i.e. when 〈nw〉 � 〈npair〉. Equations (7.204)
and (7.57) lead to the relationship

Dc � Dk (or Dk̄). (7.205)

The result (7.205) has a simple physical interpretation. Indeed, at kBT ≤
Ek the mass transport along the chain is carried out by kinks. Because the
concentration of the kinks is linearly coupled with the concentration of atoms,
the ratio of the flux of kinks to the gradient of kink’s concentration is exactly
equal to the same ratio of the atomic flux to the atomic gradient. Moreover,
this statement [and, therefore, Eq. (7.205)] remains true for any structure of
kinks, i.e., for kinks constructed on any reference commensurate structure θ0
provided the temperature is lower than the melting temperature of a given
reference structure (see Sect. 6.5.4). Thus, the calculation of Dc reduces to
the calculation of the kink diffusion coefficient Dk for a given θ0, i.e., to the
calculation of kink parameters m and VPN(x) and then to solution of the
Langevin equation

mẌ +mηẊ + V ′
PN (X) = δF (t) (7.206)

with 〈δF (t)〉 = 0 and 〈δF (t) δF (t′)〉 = 2ηmkBTδ(t − t′). When the intrinsic
friction may be neglected, the coefficient η in Eq. (7.206) coincides with the
external friction coefficient for an isolated atom, that can be easy obtained by
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performing the operationmq
∑+∞
l=−∞ . . . for both sides of the motion equation

(7.11) and taking into account the definition of the kink coordinate X. In a
general case we have to put η = ηext + ηint. Clearly, a more complicated is
the elementary cell of the reference structure θ0, the higher is the value ηint
for kinks defined on this structure.

Equation (7.205) is valid provided the kink concentration is so small that
we can neglect the kink-kink interaction. With increasing of ntot (due to
increasing of T or |θ− θ0|) the k-k interactions should be taken into account.
When the energy of interaction εint = vint(R), R being the mean distance
between the kinks, is small, βεint � 1, this interaction may be accounted
by the perturbation theory of Sect. 7.4.2 treating kinks as quasiparticles.
Otherwise, when βεint ≥ 1, the k-k interaction will lead to formation of
a kink lattice (kink superstructure), and the coefficient Dk in Eq. (7.205)
is to be taken as the diffusion coefficient of the superkink defined on this
superstructure. Note that Dc(θ) < Dc(0) owing to inequality εPN < εs.

When the coefficient Dc is known, the collective diffusion coefficient Dµ

can be obtained as Dµ = χDc for any coverage θ. Note that Dµ(θ) may
be higher or lower than Dµ(0) depending on the value of the susceptibility
χ at the given θ. Note also that Eq. (7.204) can be obtained directly from
Eqs. (7.47), (7.48) if we rewrite Y (t) in a form

Y (t) � C +
1

q
√
N

Ntot∑

j=1

Xj(t) = C +
(
Ntot

q
√
N

)
1

Ntot

Ntot∑

j=1

Xj(t) (7.207)

(where C is a constant) for any structure with a period a = qas, and then
recall that χ � (〈Nsk〉 + 〈Ns̄k〉) /Nq2 at kBT ≤ Esk, Esk being the superkink
creation energy.

7.4.4 Self-Diffusion Coefficient

In Sect. 7.4.1 we have shown that for the Vsub ≡ 0 case the self-diffusion
coefficient is zero provided the interatomic potential is unbounded such as
the harmonic, Toda, Morse, etc., potentials. Clearly this result will not be
changed if we include the substrate potential by the βVsub(x) perturbation
theory of Sect. 7.4.2. However, the βVint(x) perturbation theory, which does
not include the correlated motion of atoms, leads to a nonzero value of Ds

(for example, the MF approximation results in Ds = Dµ). Besides, the low-
temperature phenomenological approach leads to a nonzero value of Ds too.
Namely, substituting expression (7.197) for the case g � 1 into Eqs. (7.42),
(7.43) and neglecting by kink-kink correlations, we obtain

Ds � (a/d)Dµ, d � a. (7.208)

Recall, however, that kinks of the same topological charge repel each other
according to the exponential law at large distances (see Sect. 3.1), and collide
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as elastic balls at short distances (see Fig. 6.7). Considering the subsystem
of kinks only (or antikinks only) we see that the same reasons that led to
zero self-diffusion coefficient in the free harmonic chain, work now as well.
Therefore, the expression (7.208) should correspond to nonzero frequencies
ω > ω2, or short times t < t2, where the value of t2 may be estimated in the
same way as in Eq. (7.184), if we will consider the kinks as quasiparticles and
apply the reasons of Sect. 7.4.1.

Thus, the long-time dynamics of a given atom in the FK chain with un-
bounded interatomic potential is sub-diffusional,

〈(ul(t) − ul(0))2〉 = α
√
t, t → ∞. (7.209)

The coefficient α in Eq. (7.209) has been calculated by Gunther and Imry [684]
by Gillan [565]. Here we follow the latter work. The Fourier transform of
atomic flux (7.55) can be presented approximately as

J̃(k, t) =
∫
dx e−ikxJ(x, t) =

∑

l

e−ikxl(t) u̇l(t)

�
∑

l

e−iklaA u̇l(t) = N1/2 ˙̃u(kaA, t). (7.210)

Using Eq. (7.210) and the phenomenological law (7.59), the velocity correla-
tion function (7.40) can be rewritten as

Q̃u̇u̇(κ, t) �
(
κ

aA

)2

D2
c

1
N

〈δρ̃(−κ/aA, t) δρ(κ/aA, 0)〉. (7.211)

According to Eq. (7.91), the density-density correlation function is equal
to NGRµ . However, from the general theory of correlation functions (e.g.,
Ref. [582]) we know that the exact conservation law

∂ρ(x, t)
∂t

+ divJ(x, t) = 0 (7.212)

together with the phenomenological law (7.59) lead to the following expres-
sion for GRµ ,

¯̃
G
R

µ (k, k; ω̄) � iχ

(ω̄ + ik2Dc)
, ω̄ → 0 + i0, k → 0. (7.213)

So, in the hydrodynamic regime (ω̄ → 0 + i0, kaA � 1) the function Qu̇u̇
takes the form [565]

¯̃
Qu̇u̇(κ, ω̄) = −Dµ

−iω̄
−iω̄ + (κ/aA)2Dc

. (7.214)

Then, performing the summation over κ in Eq. (7.43) by putting κ = ν ∆κ,
∆κ = 2π/N , ν = − 1

2N + 1, . . . ,+ 1
2N , and assuming that −iω̄ is small but

finite, so that we can extend the sum over ν to ±∞, we obtain
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D̄s(ω̄) = −Dµ
1
N

+∞∑

−∞

A

A+ ν2 = −Dµ
π
√
A

N tanh(π
√
A)
, (7.215)

where A = N2(−iω̄/Dc)(aA/2π)2. In the limit N → ∞, Eq. (7.215) yields

D̄s(ω̄) = −1
2
χaA(−iω̄Dc)1/2, ω̄ → 0 + i0. (7.216)

Thus, the t → ∞ dynamics of a target atom is determined by Eq. (7.209)
with the coefficient α given by

α = 2χaA
√
Dc/π. (7.217)

The result (7.209), (7.217) was confirmed by Gillan and Holloway [552] in
molecular dynamics simulation for the standard FK model. Note, however,
that when the interatomic potential is bounded (Vint(x) < ∞ for all x), then
Ds is nonzero, and its value may be obtained, e.g., from Eqs. (7.79)–(7.82).

7.4.5 Properties of the Diffusion Coefficients

Now we can predict the behavior of the diffusion coefficients Dµ and Dc as
functions of the system temperature T . For definiteness, consider the practi-
cally important case of θ ≤ 1, for example, when θ = (q − 1)/q with q � 1,
and suppose that the system is close to the standard FK model so that an
anharmonicity of the interatomic interactions is weak, i.e.,

α = −(εs/2)1/2V ′′′
int(aA)/[V ′′

int(aA)]3/2 � 1.

At T = 0 the ground state of the system corresponds to the commensurate
structure with the period a = qas. Topologically stable excitations of the
T = 0 GS are superkinks (super-antikinks) with the creation energy Esk and
the effective mass msk. The adiabatic motion of the superkinks is carried out
in the PN potential VsPN (X) � 1

2εsPN [1−cos(2πX/a)] with the height εsPN ,
and small vibrations of superkinks near the PN potential minima are char-
acterized by the frequency ωsPN = (εSPN/2q2msk)1/2. Let ηsk corresponds
to an effective friction coefficient for a moving superkink.

According to renormalization arguments of Sect. 5.2.1, the described GS
may be treated as a regular lattice of the θ = 1 antikinks. When the tem-
perature increases above the melting temperature Tsk (kBTsk � Esk, see
Sect. 6.5.4), this kink lattice is disordered due to thermal creation of a large
number of sk-sk pairs. According to the kink-lattice hierarchy ideology of
Sect. 6.5.4, within the temperature interval Esk < kBT < Ek the equilibrium
state of the system can be considered as the commensurate structure with
the period as in which, however, there exist Nw residual kinks and Npair ther-
mally created k-k̄ pairs. Let Ek denotes the creation energy of the θ = 1 kink,
mk denotes its effective mass, VPN (X) � 1

2εPN [1−cos(2πX/as)] denotes the
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PN potential for moving θ = 1 kink, ωPN = (εPN/2mk)
1
2 denotes the PN

frequency, and ηk denotes the corresponding friction. The superkink and kink
parameters satisfy two inequalities, εsPN < εPN < εs and Esk < Ek. For def-
initeness, assume also that Esk is the lowest energy parameter of the system
(that is always true at least for q � 1), and that the anharmonicity of Vint(x)
is so weak that the energy εanh = εs/2α2 is the largest of the parameters.
Now we can describe the functions Dµ(T ) and Dc(T ) for various temperature
intervals.

At a very low temperature,

0 < kBT < Esk, (7.218)

the mass transport along the chain is carried out by superkinks. So, accord-
ing to the phenomenological approach of Sect. 7.4.3, the chemical diffusion
coefficient is equal to

Dc � Rska
2 exp(−βεsPN ), (7.219)

where

Rsk �
{
ωsPN/2π if ηsk < ωsPN ,
ω2
sPN/2πηsk if ηsk > ωsPN ,

(7.220)

while the collective diffusion coefficient Dµ is determined by an equation

Dµ � Dc

〈Nsk〉 + 〈Nsk〉
q2〈N〉 ∝ exp[−β(εsPN + Esk)]. (7.221)

When the temperature increases, kBT ∼ Esk, the number of thermally ex-
cited sk-sk pairs increases too, and their mutual attraction will decrease the
real value of Dc compared with that given by Eq. (7.219).

At low temperatures,

Esk < kBT < min (εPN , Ek), (7.222)

superkinks are destroyed by thermal fluctuations, but the θ = 1 kinks still
exist, and they response now for the mass transport. Neglecting kink’s inter-
actions, we have

Dc � Rka
2
s exp(−βεPN ), (7.223)

Rk �
{
ωPN/2π if ηk < ωPN ,
ω2
PN/2πηk if ηk > ωPN ,

(7.224)

Dµ � Dc
〈ntot〉
〈n〉 ∝ exp[−β(εPN + Ek)]. (7.225)

The mutual repulsion of the residual kinks will slightly increase Dc compared
with Eq. (7.223). Notice that both Dc and Dµ have the Arrhenius form but
with different activation energies.
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Analogously we can describe a more complicated situation of θ = s/q
with 2 ≤ s ≤ q−2, when the kink-lattice hierarchy consists of more than two
temperature intervals.

The limits of an intermediate temperature interval depend on the model
parameter gA. Namely, when gA ≥ 1, there is the temperature interval

εPN < kBT < Ek, (7.226)

within which the kinks still exist, but their motion is not activated. The
phenomenological approach predicts for this case a behavior

Dc � kBT/mkηk (7.227)

and

Dµ � Dc
〈ntot〉
〈n〉 ∝ exp(−βEk). (7.228)

Analytical predictions of Eq. (7.223) and (7.227) are in agreement with the
molecular dynamics results of Holloway and Gillan [642], Gillan and Hol-
loway [552]. These simulations have been carried out for the undamped FK
chain with g = 0.127 so that εPN � 1.10, εk � 2.5 and mk � 0.7. The
results can be explained by Eq. (7.227) within the interval (7.226) if we put
ηk � 0.028ω0 (for the undamped system ηk corresponds to the intrinsic fric-
tion only), and by Eq. (7.223) for the temperature interval (7.172) where,
however, the simulation gives the pre-exponential factor � 0.4, while Eq.
(7.224) leads to the value � 0.1. This disagreement may arise due to using
the one-dimensional theory in Eqs. (7.220) and (7.224) instead of the more
rigorous generalized rate theory.

Otherwise, if gA � 1, the intermediate temperature interval is

Ek < kBT < εPN , (7.229)

and in this case the diffusion coefficients can be obtained numerically only
with the help, e.g., of the RPA approach of Sect. 7.4.2. It may be expected
that Dc and Dµ will have the Arrhenius behavior with an activation energy
εeffs , where εPN < εeffs < εs.

At high temperatures we may use the perturbation theory approach of
Sect. 7.4.2. In particular, for a temperature interval

max(εs, Ek) < kBT < εanh (7.230)

the perturbation expansion in βVsub(x) gives

Dµ � Df

{
1 +

1
8

[
βεs sinh(1/2βg)

cosh(1/2βg) − cos(2πaA/as)

]2
}−1

, (7.231)

and an analogous expression for Dc with the factor ga2
A/maη instead of Df .

Finally, at very high temperatures, kBT > εanh, both Vsub(x) and Vint(x)
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become irrelevant, and the diffusion coefficients Dµ and Dc are to be close
to the value Df ≡ kBT/maη.

Now let us consider the behavior of diffusion coefficients as functions of
the coverage θ ≡ as/aA for the standard FK model. At high temperatures we
can use the perturbation expansion in βVsub(x). From Eq. (7.231) we see that
the collective diffusion coefficient Dµ(θ) shows oscillations as a function of θ,
achieving minima for the trivial ground states with θ = 1/q (q = 1, 2, . . .),
where the atoms are distributed over the bottoms of the substrate potential
wells. On the other hand, maxima of Dµ(θ) occur at θ = 2/(2q − 1), when
the atoms in the ground state are displaced from the well bottoms bringing
them closer to the potential tops. In a result, the absolute maximum of the
dc conductivity σ is expected to be for a concentration θ � 0.75 − 0.80 [608].
Maxima and minima of Dµ(θ) become more pronounced with increasing of
the interatomic interaction and decreasing of the temperature.

At low temperatures, kBT < Ek, the phenomenological ideology leads
to a similar behavior [685]. Indeed, let us consider the FK system with a
coverage θ which is close to the value θ0 = 1, |θ − θ0| � 1, so that the
interaction between the residual kinks is so small that they do not form a
kink lattice at the given temperature. In this case the chemical diffusion
coefficient Dc is equal to Dk and it is approximately independent on θ. [Note
that this statement is in agreement with numerical simulation of Gillan and
Holloway [552]. However, Dc(θ) may slowly increase with increasing of |θ−θ0|
due to k-k repulsion of residual kinks]. Because the number of thermally
excited kinks, 2Npair, is approximately independent on θ, while the number
of residual kinks |Nw| linearly increases with |θ − θ0|, the susceptibility χ �
〈Ntot〉/N as a function of θ should have a local minimum at θ = θ0. Therefore,
Dµ(θ) will have a minimum at θ = θ0 too. Analogously, Dµ(θ) will have local
minima at those commensurate coverages θ0 whose melting temperature is
larger than T . Clearly that between the local minima the function Dµ(θ)
will have local maxima. At high temperatures this criterion is fulfilled for the
trivial coverages θ0 = 1/q only. But with decreasing of the temperature T ,
new and new local minima of the functionDµ(θ) will emerge corresponding to
higher-order commensurate structures, and in the limit T → 0 the function
Dµ(θ) should have minima at every rational coverage θ (of course, all the
diffusion coefficients tend to zero according to Arrhenius law when T → 0).

However, the exploiting the standard FK model for the whole interval of
coverages from 0 to 1 (or even to ∞) is objectionable because a real inter-
atomic potential Vint(x) cannot be approximated by one harmonic function
when the mean distance between atoms varies from ∞ to as (or even to 0).
Now let us consider a more realistic situation, when Vint(x) is anharmonic
(e.g., the exponential or power function). When the system temperature T
is lower than the “melting” temperature Tmelt(θ0) for a given structure θ0,
then the mass transport along the chain is carried out by kinks (local con-
tractions of the chain) if θ = θ0 + δ, where δ → +0, or by antikinks (local
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extensions) if θ = θ0 − δ. Thus, Dc(θ0 + δ) = Dk and Dc(θ0 − δ) = Dk̄. But
for an anharmonic Vint(x), kink and antikink are characterized by different
parameters (see Sect. 3.5.1). For example, the PN barriers for kinks are lower
than those for antikinks. So, when the coverage θ increases passing though θ0,
the activation energy for chemical diffusion decreases jumplike. From the de-
pendence εPN (θ), see Fig. 5.18, it follows that the dependence Dc(θ) should
have jumps similar to Devil’s staircase: the value of Dc should rise sharply
each time whenever the coverage θ exceeds the θ0 value that characterizes a
structure commensurate with the substrate, having at a given T a “melting”
temperature that exceeds T [165]. Note that usually in Eqs. (7.219), (7.220)
both the diffusion activation energy and, owing to a decrease of the free path
length, the pre-exponential factor decrease simultaneously with increasing
concentration (the so-called compensation effect). Clearly that the jump in
Dc(θ) at a given θ = θ0 exists provided T < Tmelt(θ0); when the temper-
ature increases above Tmelt(θ0), the jump will disappear. Thus, the Devil’s
staircase will smoothen with increasing temperature since only jumps at the
coverages corresponding to simple commensurate structures (θ0 = 1, 1

2 , etc.)
will “survive”.

All the approaches described above, can be directly applied to the FK
model with nonsinusoidal substrate potential. In particular, in the phe-
nomenological approach we have to use kink parameters Ek, εPN , etc.,
which were calculated for the given shape of Vsub(x). For example, Woafo
et al. [686] studied the kink diffusion for the deformable substrate potential.
However, some novel features emerge in polikink systems, where the model
admits the existence of different types of kinks. In particular, the activation
energy for the low-temperature chemical diffusion coefficient is determined
mainly by those kinks which undergo a large PN potential.



8 Driven Dynamics

In this chapter we consider the FK chain driven by an external force. Two
important features of the model which make these problems nontrivial are,
first of all, the interaction between atoms in the chain and, second, the pres-
ence of an on-site periodic potential. One of the important characteristics of
the driven dynamics is the mobility as a function of the applied force, which
is of great interest for applications.

8.1 Introductory Remarks

There are many systems where a set of particles is driven by a constant
external force (also called the ‘direct current’ force, or the dc force). The
best known example is the electronic or ionic conductivity of solids, where
the force acting on electrons or ions appear due to an applied electric field.
Other examples are CDW systems and Josephson-junction arrays. One more
important example corresponds to tribology problems, where a thin layer of
atoms (of a few Angström width) is confined between two solid substrates.
When the substrates are in a relative motion, the lubricant film is driven due
to the frictional contacts with the surfaces. Finally, a more specific example
from a physical point of view, is the problem of traffic flow of cars on roads.
The two important ingredients of the driven models are, first, that the atoms
interact between themselves, and second, that the atoms are subjected to an
external potential. If one of these ingredients is absent, the problem becomes
trivial: the motion of noninteracting atoms (which is equivalent to the motion
of a single atom) in an external potential is already studied in details as will be
described in Sect. 8.2, while the model without an external potential reduces
to the nondriven system in the moving frame.

In the present Chapter we consider the FK model when the atoms are
driven by the dc force (ac–driven systems are briefly considered in Sect. 8.10;
see also the review paper by Floŕıa and Mazo [487] and references therein).
Above in Sect. 7.4 we already discussed the coefficient B0 = βDµ which
defines the linear response of the FK chain, i.e., the steady-state flux of
atoms in response to a constant driven force F in the limit F → 0. Now we
will consider the case of large forces, when the system response is strongly
nonlinear. In this case the mobility B is a function of the applied force F ,
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because the total one-atomic potential

Vtot(x) = Vsub(x) − F x (8.1)

depends on F . For instance, at very high fields, F � Fs, where

Fs ≡ πεs/as, (8.2)

for the sinusoidal substrate potential, the barriers of Vtot(x) become com-
pletely degraded and the chain behaves as a homogeneous one, so that
B → Bf , where Bf = βDf = (maη)−1. To calculate the dependence B(F )
in a general case, one has to find a steady-state solution WF of the FPK (or
Smoluchowsky) equation with periodic boundary condition, W (1)

F (x+as, p) =
W

(1)
F (x, p), for the total potential energy U =

∑
l Vtot(xl) + Uint. Then

B(F ) = jF /F , where

jF =
{∫ as

0

dx

as

∫ +∞

−∞
dp

p

ma
W

(1)
F (x, p)

}{∫ as

0

dx

as

∫ +∞

−∞
dp W

(1)
F (x, p)

}−1

.

The main questions of interest for the driven systems are the B(F ) depen-
dence for the steady state, i.e. for the case of the adiabatically slow change
of the force F , and the dynamical transitions between different steady states,
first of all at the onset of sliding, i.e. the transition from the locked state to
the sliding state. The dependence jF = B(F )F corresponds to the voltage-
current characteristic in the ionic conductors and Josephson-junction arrays,
while in the CDW systems this dependence is connected with the current-
voltage characteristic. In the context of tribology, the driving force F may
be interpreted as the frictional force for a given sliding velocity.

8.2 Nonlinear Response of Noninteracting Atoms

Let us consider first a more simple case of noninteracting atoms. The Brow-
nian motion of the noninteracting atoms in a periodic potential driven by an
external constant force F has been studied in a number of works (see, e.g.,
Refs. [601, 602, 673, 687], and also Refs. [595, 596] and references therein).
It was shown that the crossover from the low-F mobility B0 = βDµ to the
high-F mobility Bf strongly depends on the friction coefficient η and the
system temperature T . Indeed, the total potential (8.1) experienced by the
particle is the sum of the periodic potential and the potential −Fx due to the
driving force, i.e. it corresponds to a corrugated surface, whose average slope
is determined by F as shown in Fig. 8.1. At small forces the potential has
local minima, therefore the particle is static and its mobility is zero at tem-
perature T = 0. On the contrary for large forces, F ≥ Fs, there are no stable
positions, and the particle slides over the corrugated potential, approaching
its maximum mobility Bf = (maη)−1.
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running
  F>Ff

  bistable
 Fb<F<Ff

locked
 F<Fb

F

Fig. 8.1. Bistability of an atom driven in the inclined periodic potential.

8.2.1 Overdamped Case

The locked-to-sliding transition at F = Fs is an example of the saddle-node
bifurcation, a basic concept in the theory of dynamical systems with a few
degree of freedom. The depinning force Fs is simply given by the maximum
slope of the substrate potential Vsub(x), Fs = maxx V ′

sub(x) = V ′
sub(u0). Be-

low the depinning threshold, 0 < F < Fs, there are two static solutions
(ẋ = 0) per period: one is stable (xs = uF + jas, where uF = sin−1F and j is
an integer) and the other (xu) is unstable. In the overdamped limit, η → ∞,
all system trajectories converge to one of the equivalent attractors as t → ∞,
x(t) − xs ∝ e−t/τ ′, where the relaxation time is τ ′ = [ma/V

′′
sub(uF )]1/2. As

F increases, the stable and unstable solutions collide into a marginally stable
static solution and the saddle-node bifurcation takes place at F = Fs, above
which no static solution exists anymore. Close to the bifurcation the stable
static solution behaves as uF (F )−u0 ∝ (Fs−F )1/2, and the relaxation time
τ ′ diverges at the depinning transition,

τ ′ ∝ (Fs − F )−1/2. (8.3)

Above the depinning transition but close to it, the trajectories of the over-
damped system spend most of their time in the neighborhoods of u0, where
the atomic velocity is close to zero. The time τ spent near the “sticking point”
u0 diverges as

τ ∼
∫ u0+δ

u0−δ

dx

ẋ
∝ (F − Fs)−1/2, (8.4)

where 0 < δ < as. Thus, the depinning transition of the single-particle system
is characterized by two characteristic times, τ ′ (below the transition) and τ
(above the transition), both diverging with the exponent ψ = 1/2. When the
force decreases above the transition, the average velocity v̄ tends to zero as

v̄ ∝ τ−1 ∝ (F − Fs)1/2. (8.5)

The Smoluchowsky equation for one atom in the inclined sinusoidal po-
tential (8.1) has an exact steady-state solution [595] which yields
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B

Bf
=
kBT

Fas

A′′

A+A− −A′A′′ , (8.6)

where

A± =
∫ as

0

dx

as
exp

[
±Vtot(x)

kBT

]
, (8.7)

A′ =
∫ as

0

dx

as

∫ x

0

dx′

as
exp

[−Vtot(x) + Vtot(x′)
kBT

]
, (8.8)

and

A′′ = 1 − exp
(

− Fas
kBT

)
. (8.9)

In the linear response limit, F → 0, Eq. (8.6) reduces to the expres-
sion B/Bf = I−2

0 (εs/2kBT ), where I0 is the modified Bessel function [see
Eq. (7.64) above in Sect. 7.1.4], while in the T → 0 limit it gives

B

Bf
=

{
0 for F < Fs,[

1 − (Fs/F )2
]1/2 for F > Fs.

(8.10)

It is interesting to note that at the threshold force, F → Fs, the effective
diffusion coefficient, defined as D = limt→∞

[〈x2(t)〉 − 〈x(t)〉2]/2t, is greatly
enhanced as compared to free thermal diffusion [688].

8.2.2 Underdamped Case

In the underdamped case, η < ηc ≈ 1.193ω0, where ω0 =
(
2π2εs/maa

2
s

)1/2 is
the frequency of vibration at the minimum of the substrate potential (ω0 = 1
in our system of units), the system may have a running solution even if
the minima of the potential Vtot(x) exist. Indeed, because of its momentum
the particle may overcome the next hill, which is lower than the one from
which it was falling due to the −Fx contribution to the potential, if the
gain in potential energy is greater than the energy dissipated during this
motion (see Fig. 8.1). The critical force for the backward sliding-to-locked
transition may occur at a lower force, Fb < Fs (see the parameter regions
of η and F in Fig. 8.2). The backward threshold force Fb can be found by
balancing the gain in energy due to the driving force and the energy loss due
to dissipation. When the particle moves the distance as (one period of the
external potential), it gains the energy Egain = Fas and losses some energy
Eloss,

Eloss =
∫ τw

0
dt Ffric(t) v(t) =

∫ τw

0
dtmaη v

2(t) = maη

∫ as

0
dx v(x), (8.11)

where τw is the period of the washboard potential (i.e. the time of motion for
the distance as) and Ffric(t) = maη v(t) is the external frictional force that
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Fig. 8.2. Phase diagram of the dif-
ferent solutions of the one-particle
FPK equation in an inclined sinu-
soidal potential without noise (T =
0). Shown are: locked solution (I),
running solution (III), and coexis-
tence of locked and running solutions
(II). If an infinitesimally small noise
is added, the bistability region (II)
splits into running (IIa) and locked
(IIb) ones. The dashed lines corre-
spond to Eqs. (8.12) and (8.13) [689].

causes the losses. In the regime of the steady motion these energies must
be equal to each other, Egain = Eloss. Thus, the backward threshold force
for the transition from the sliding (running) motion to the locked (pinned)
state is determined by the condition Fb = min(Eloss)/as. The minimal losses
are achieved when the particle has zero velocity on top of the total external
potential (8.1). In the limit η → 0 when F → 0, from the energy conserva-
tion law, (1/2)mav

2(t) + (1/2) εs{1 − cos [2πx(t)/as]} = εs, we can find the
particle velocity v(x) and then substitute it into Eq. (8.11). This yields

Fb ≈ maη

as

(
εs
ma

)1/2 ∫ as

0
dx

[
1 − cos

(
2πx
as

)]1/2

= C ′η (εsma)
1/2

,

and then

Fb ≈= C

(
η

ω0

)
Fs for η � ω0, (8.12)

where C ′ ≡ (2π)−1
∫ 2π
0 dy (1−cos y)1/2 = 2

√
2/π ≈ 0.9 and C = C ′√2 = 4/π

are numerical constants which depend on the shape of the external poten-
tial in a general case. Equation (8.12) may be rewritten as Fb = maηv̄ =
(2/π)maηvm, where v̄ = a−1

s

∫ as

0 dx v(x), and vm = (2εs/ma)
1/2 = πv̄/2

is the maximum velocity achieved by the particle when it moves near the
bottom of the external potential Vtot(x). The average particle velocity,
〈v〉 = τ−1

w

∫ τw

0 dt v(t) = as/τw, tends to zero when F → Fb, because τw → ∞
in this limit, τw ∝ (F −Fb)−1/2 and 〈v〉 ∝ (F −Fb)1/2, similarly to Eqs. (8.5)
and (8.4) of the overdamped limit. Although the transition from the sliding
motion to the locked state is continuous, the velocity drops quite sharp at
the threshold force F = Fb.

As the particle is either locked or running, depending on its initial velocity,
the system exhibits bistability and the transition between these two states



296 8 Driven Dynamics

shows hysteresis due to inertia mechanism [690]. However, the motion of
a single particle driven by an external force shows hysteresis only for zero
temperature. The bistability disappears in the presence of an external noise,
T > 0, because the fluctuations may kick the particle out of the locked or
running state [689]–[692].

For a low temperature, T → 0 but T > 0, the bistable region II (see
Fig. 8.2) is split into the running and locked subregions by a curve F2(η)
shown by dashed curve in Fig. 8.2 (see also Refs. [595], [693]–[695]). For low
damping the threshold force F2 is given by the expression

F2(η) ≈ C ′′(η/ω0)Fs for η � ω0, (8.13)

where C ′′ ≈ 3.3576 is a numerical constant [595, 693] (we notice that the
constant C ′′ can be estimated analytically as C ′′ ≈ 2 +

√
2 ≈ 3.4, see [696]).

When F < F2, the system is mainly in the locked state and undergoes a creep
(thermally activated) motion with B(F ) ≈ B0, while for F > F2 the system
is mainly in the running (sliding) state and B(F ) ≈ Bf . Thus, when the
force F increases crossing the value F2, the mobility B(F ) changes sharply
from B0 to Bf as shown in Fig. 8.3. Emphasize that at any small but nonzero
temperature, the forward locked-to-running transition occurs at the threshold
force F2 < Fs, and only at T = 0 the threshold force changes to Fs. When
the temperature T is increased, this transition is smeared out. Thus, there
are no hysteresis at any T > 0. However, if F changes with a finite rate,
then the hysteresis exists as will be explained below. Moreover, even a very
small additional ac driving restores the hysteresis, independent on the forcing
frequency and system temperature. The hysteresis mechanism in the latter
case is related to the occurrence of long (multiple) atomic jumps, whose

Fig. 8.3. Stationary mobility of a single atom in a sinusoidal potential vs. the
external force F , for different dimensionless temperatures T̃ = 2kBT/εs (T̃ =
0+ − 10). Dashed curve corresponds to the stationary mobility of the noiseless
running atoms (T = 0) given by Eq. (8.24). Left panel: B/Bf vs. F/Fs for η = 0.5
calculated by the matrix continued fraction method (Vollmer and Risken, 1983).
Right panel: B/Bf vs. F̃ ≡ Fω0/Fsη calculated analytically in the low-friction limit
(η → 0) with the help of Eq. 8.25), for T̃ < 0.1, and Eq. (8.17), for T̃ > 0.1 [595].
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length and time duration distribution decays according to a universal power
law (contrary to the exponential decay in the purely dc–driven system).

In the underdamped case, analytical results are known for the η → 0
limit only. Because they will be used for the FK model as well, below
we briefly present these results following the monograph by Risken [595].
In the limit η → 0 (simultaneously one has to put F → 0 keeping the
ratio F/η at a finite value) it is useful to rewrite the FPK equation in
the energy-coordinate variables, where the energy variable is defined by
E = (1/2)mav

2 + (1/2) εs[1 − cos(2πx/as)], and then to look for the dis-
tribution function WF (σ,E, x) for the steady-state solution, which depends
additionally on the sign of the velocity σ = sgn(v/F ), so that σ = +1 for
atoms moving in the force direction (v > 0) and σ = −1 for atoms moving
against the force (v < 0). Averaging over the “fast” variable x, one obtains
the reduced distribution WF (σ,E), which may be presented at low temper-
atures kBT � εs in the form

WF (σ,E) ∝ exp [−Veff(σ,E)/kBT ] , (8.14)

where

Veff(σ,E) =
{

E for 0 ≤ E ≤ εs,
E − σ (F/η) g(E) for E > εs,

(8.15)

and the function g(E) is given by the integral

g(E) =
1
ma

∫ E

εs

dE′

v̄(E′)
, v̄(E) =

2
√

2
π

(
E

ma

)1/2

E
[(εs
E

)1/2
]

(8.16)

for the sinusoidal external potential.
The function Veff(σ,E) is shown in Fig. 8.4. It has a minimum VL = 0

at E = 0 which describes the locked state, and additionally, if the force

(E,V
R
)

●

σ=+1
 v>0

σ=-1
 v<0

E ε
s

E

V
eff

(σ,E)

�

F

Fig. 8.4. Family of the effective
potentials Veff(σ,E) for different
values of the force F . Dotted curve
is for the force F = Fb corre-
sponding to the spinodal, when
nontrivial minimum of the poten-
tial Veff(+1, E) disappears. Dashed
curve corresponds to the binodal,
when the energies of locked and
running states coincide (F = F2).
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is not too small, F > Fb, a minimum VR = Veff(+1, Ē) at E = Ē which
corresponds to the running state. The minima are separated by a maximum
Vm = Veff(+1, εs) = εs at E = εs. The absolute minimum corresponds to
the ground state, while the local minimum, to the metastable state. The
threshold force F2 is just determined by the condition that the energies of
both states are equal one another, VL = VR. Thus, for forces F < F2 the
system is mainly in the locked state, while for F > F2 the atom is mainly
in the running state. At low temperatures, kBT � εs, the transition from
the metastable state to the ground state is an activated process, and a rate
of the transition is given by Kramers expressions (7.69, 7.70) of Sect. 7.1.4.
Thus, it is exponentially small, R ∼ (η ∆V/kBT ) exp(−∆V/kBT ), where
∆V = Vm − VL,R. Therefore, for any small but nonzero rate R of changing
of the driving force, the system has to exhibit hysteresis, the width of which
grows with an increase of R and a decrease of T .

At not too low temperatures, T̃ ≡ 2kBT/εs > 0.1, this approach leads to
the steady-state mobility

B

Bf
= C +D

(
η

ω0

1

T̃

)1/2

, (8.17)

where the coefficients C and D depend on F and T ,

C =
A3

A0 +A1
, D = κ

2
√

2√
π

[
A4

A0 +A1
− F

maη v̄s

A2A3

(A0 +A1)2

]
. (8.18)

Here κ = 0.855(4) is a numerical constant, v̄s = v̄(εs) = (4/π)(as/2π)ω0,
A0 = (πkBT/2ma)

1/2
I0

(
T̃−1

)
, and the coefficients A1 to A4 are defined by

the integrals

A1 =
∫ ∞

εs

dE v̄′(E) exp(−E/kBT ) [cosh h(E) − 1] , (8.19)

A2 =
∫ ∞

εs

dE v̄′(E) exp(−E/kBT ) sinh h(E), (8.20)

A3 = m−1
a

∫ ∞

εs

dE v̄−1(E) exp(−E/kBT ) cosh h(E), (8.21)

and
A4 = (mav̄s)−1

∫ ∞

εs

dE exp(−E/kBT ) cosh h(E), (8.22)

where h(E) = Fg(E)/η kBT and

v̄′(E) =
d v̄(E)
dE

=
√

2
π

(
1

maE

)1/2

K
[(εs
E

)1/2
]
. (8.23)
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The case of zero temperature shown by broken curve in Fig. 8.3, corre-
sponds to the solution of the deterministic motion equation

F = maη v̄(Ē), (8.24)

where the energy Ē corresponds to the (local) minimum of the function
Veff(E) in the region E > εs, i.e. to the energy of the atomic motion in
the running state. Equation (8.24) just describes the balancing of the energy
gain due to the driving force and energy loss due to the friction, as discussed
above at the beginning of this subsection [see Eqs. (8.11) and (8.12)]. Be-
cause the washboard period is equal to τw =

∫ as

0 dx/v(x,E) = maasv̄
′(Ē)

according to Eq. (8.23), the T = 0 mobility BR is BR/Bf = η/F v̄′(Ē). In
particular, for the force F = F2, when the locked and running states are
characterized by the same energy Veff , it was found that Ē/εs ≈ 3.32955
and BR/Bf ≈ 0.9960. Finally, at very low temperatures, 0 < T̃ < 0.1, the
mobility is given by an approximate expression [595]

B

Bf
≈ BR
Bf




1 +

(
T̃BR
2πBf

)1/2

exp
[
VR
kBT

]



−1

. (8.25)

The dependencies B(F ) calculated with the help of Eqs. (8.17) to (8.25)
for different temperatures are presented in Fig. 8.3 (right panel), while the
dependencies of the mobility B on temperature for different forces are shown
in Fig. 8.5.

Fig. 8.5. Mobility B/Bf VS. the dimensionless temperature T̃ , for for a single
atom in a sinusoidal potential and different values of the dimensionless force F̃ =
Fω0/Fsη [595]. Note that at T → 0 the mobility B is exponentially small at F < F2

and is close to Bf at F > F2, while at F = F2 we have B/Bf ≈ 0.9960.
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8.3 Overdamped FK Model

In the case of large or intermediate damping, the chain of interacting atoms
behaves similarly to the considered above case of noninteracting atoms. More-
over, in the absence of the external noise (T = 0) several exact results are
available, such as the uniqueness of the solution, the existence of the dy-
namical hull function, and the universal scaling law for the locked-to-sliding
transition.

At high damping one can neglect the inertial term, and the motion equa-
tion reduces to

ẋl = g (xl+1 + xl−1 − 2xl) − sinxl + F, (8.26)

where the dimensionless time is used (t → ηt).
Most of analytical results in the overdamped limit have been obtained

from the “no-passing” rule formulated by Middleton [697]–[700]. The rule
states that the dissipative dynamics preserves the chain’s order: if {xl(t0)} <
{yl(t0)} at an initial time moment t0, then {xl(t)} < {yl(t)} for all later
times t > t0, provided the interatomic interaction is convex [e.g., har-
monic as in the classical FK model (8.26)]. Indeed, suppose that the rule
does not hold, and denote by t′ the earliest time moment at which some
atom (with an index l′) of the “lesser” configuration {xl(t)} reaches the
l′-th atom of the “greater” configuration {yl(t)}, xl′(t′) = yl′(t′). Then
from Eq. (8.26) one obtains for the relative velocity ẋl′(t′) − ẏl′(t′) =
g [xl′+1(t′) − yl′+1(t′) + xl′−1(t′) − yl′−1(t′)] < 0, so that the crossing of the
configurations is not possible. Moreover, even if two configurations “touch”
each other at more than one point [xl(t0) ≤ yl(t0) for all l] but both configu-
rations do not coincide asymptotically either as l → ∞ or as l → −∞, they
will separate at later times t > t0, {xl(t)} < {yl(t)}.

Let us define the width W (t) of a configuration {xl(t)} as the maxi-
mum deviation of the length of a finite segment of the configuration from
the average length, W (t) = maxl,j |xl+j(t) − xl(t) − jwas|. The value of
W provides a measure of the degree of spacial regularity of the configura-
tion. In what follows we will assume that all configurations under consider-
ation have a bounded width. An immediate consequence of the no-passing
rule is that a rotationally ordered configuration (see Sect. 5.1) remains ro-
tationally ordered at any later time (note also that for these configurations
W (t)/as < 1). The next important consequence is the uniqueness of the
average velocity v̄ = 〈〈ẋl〉x〉t [here v̄ = 〈v(t)〉t = limτ→∞ τ−1

∫ t0+τ
t0

dt v(t)

and v(t) = 〈ẋl(t)〉x = limN→∞N−1 ∑l0+N−1
l=l0 ẋl(t)]: the velocity v̄ does not

depend on the initial configuration (but it depends, of course, on the win-
dow number w, the elastic constant g, and the applied force F ). Indeed, let
us take two initial configurations {xl(t0)} < {yl(t0)}, both having the same
window number. Then, one can always find a pair of integers i and j such
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that {x′
l(t0)} = σi,j{xl(t0)} > {yl(t0)}, where the transformation σi,j was de-

fined above in Sect. 5.1 by Eq. (5.5), and from the no-passing rule we obtain
{xl(t)} < {yl(t)} < {x′

l(t)} for all times t > t0, thus the long-term average
velocity of both trajectories must be the same.

Because of uniqueness of the average velocity v̄, for a given set of pa-
rameters w and g any steady-state solution of the overdamped FK model
is either locked (pinned) with v̄ = 0, or it is sliding (running) with v̄ > 0,
independently on the initial state. The state is pinned at F < FPN and it
is sliding for F > FPN . The sliding steady state is asymptotically unique up
to time translations. The rigorous proof of this statement has been given by
Middleton [697, 699] (see also a review paper by Floŕıa and Mazo [487]). The
idea is the following: one has to construct a solution for which, at any time,
the velocities of all atoms are positive; then this solution is used to bound any
arbitrary solution from above and below, and finally, one shows that these
bounds approach each other as t → ∞ due to the no-passing rule. Moreover,
it follows that the sliding steady state is rotationally ordered and has positive
velocities everywhere at all times.

Let {xl(t)} be any steady-state solution and i and j, two arbitrary inte-
gers. As {xl+i(t)} is also a steady-state solution, there is some time τ such
that {xl+i(t)} = {xl(t+τ)} for all t. Thus, the average velocity v(t) is periodic
with the period τ (or less), and from the relationships

v̄τ = 〈xl(t+ τ) − xl(t)〉 = 〈xl+i(t) − xl(t)〉 = wias

it follows that {
xl+i

(
t− iwas

v̄

)}
= {xl(t)} (8.27)

for all t. In a similar manner one can derive that
{
xl

(
t− jas

v̄

)
+ jas

}
= {xl(t)} (8.28)

for all t. Both results (8.27) and (8.28) may be combined in the statement
that any steady-state solution with the window number w and the average
velocity v̄ is invariant under the transformation

σi,j,(iw+j)as/v̄{xl(t)} = {xl(t)} (8.29)

for all t, where σi,j,τ is defined by σi,j,τ{xl(t)} = {xl+i(t− τ) + jas}.
All the above described properties yield the result that any steady-state

solution in the sliding regime can be presented in the form [701, 702]

xl(t) = h(lwas + v̄t+ β) (8.30)

for all l and t, where h(x) is a uniquely defined real function called the
dynamical hull function, and the phase β is any real number. The function
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h(x) is an analytical and monotonic strictly increasing function, and the
function φ(x) = h(x) − x is periodic with the period as. The set of sliding
states in the sliding regime forms a continuum owing to the phase β in Eq.
(8.30). As a result, the sliding structures must be undefectible, they do not
admit defects. For a commensurate structure with w = r/s the velocity v(t)
is a periodic function with the period as/sv̄, while for an incommensurate
structure the velocity is constant, v(t) = v̄. Finally, in the overdamped system
the average velocity v̄ is always a monotonically increasing function of F .

The depinning transition in the overdamped system proceeds essentially
in the same manner as for the single-particle system, through the saddle-
node bifurcation at F = FPN . For a commensurate structure, w = r/s, the
problem reduces to that of a system with a finite number s of degrees of
freedom. At the depinning transition, the characteristic times τ ′ and τ both
diverge with the same exponent ψ = 1/2 similarly to Eqs. (8.3), (8.4). In the
sliding regime, F > FPN , the existence of the dynamical hull function h(x)
permits the analysis in terms of a single degree of freedom,

ẋ = g(x), (8.31)

where g(x) = v̄h′(z) and z = h−1(x). The function g(x) is a periodic function,
g(x + as) = g(x), and, close to the transition, possesses s local minima per
period (see Fig. 8.6, left panel) associated with the atomic positions of the
threshold static configuration at F = FPN . Close to the transition the atomic
motion slows down in the neighborhood of those positions, and the average
velocity tends to zero as v̄ ∝ (F −FPN )1/2 analogously to the single-particle
case.

In the case of an incommensurate structure but above the Aubry transi-
tion, g > gAubry, we have FPN = 0, and the system slides with the constant
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Fig. 8.6. Atomic velocities versus their positions in the sliding steady state [Eq.
(8.31), here we plot u = x/as] for different values of the driving force F close above
the depinning PN force for the overdamped FK model. Left panel: commensurate
structure with w = 3/5 for g = 0.5 (FPN ≈ 0.026908); Right panel: “incommensu-
rate” structure with w = 144/233 for g = 0.5 (FPN ≈ 0.023620) [487].
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velocity v(t) = F under any nonzero applied force (the intrinsic phonon
damping is irrelevant in the overdamped system). On the other hand, be-
low the Aubry transition, g < gAubry, we have FPN > 0, and the chain is
pinned at forces F < FPN . The problem reduces in this case to one with
infinitely many degrees of freedom. According to numerical results by Cop-
persmith [524] and Coppersmith and Fisher [702], the characteristic time τ ′

(which is the inverse of the square root of the lowest eigenvalue of the cor-
responding elastic matrix) at F → FPN still scales according to Eq. (8.3)
as in the single-particle system, but now there is a distribution of eigenvec-
tors with eigenvalues approaching zero (soft modes). These soft modes are
highly localized and corresponds to atoms which are close to hopping over
the substrate potential maxima.

Above the depinning transition, F > FPN , the analysis again reduces to
that of the one-variable equation (8.31). As in the commensurate case, the
function g(x) (see Fig. 8.6, right panel) exhibits local minima with values
approaching zero linearly in F − FPN . Thus, there is a diverging sticking
time ∝ (F − FPN )−1/2 associated with each local minimum of g(x). The
important difference with respect to the commensurate case is now that the
number of local minima diverges in the limit F → FPN as

∝ (F − FPN )−ψδ (8.32)

with an exponent 0 < ψδ < 1/2. Therefore, the behavior of the average ve-
locity v̄ of an incommensurate structure at the depinning transition is char-
acterized by a critical exponent ψv,

v̄ ∝ (F − FPN )ψv , (8.33)

where ψv = 1/2+ψδ so that 1/2 < ψv < 1. Intuitively speaking, the divergent
number of local minima of g(x) corresponds to the atomic positions of the
threshold static incommensurate configuration at F = FPN . The exponent
ψδ depends both on the window number w and the elastic constant g. One
could expect that ψδ is highest for the golden-mean window number, and
that it increases with g approaching the value 1

2 at g = gAubry, consistently
with the linear behavior (v̄ = F ) above the Aubry transition.

A simple case of the locked-to-sliding transition in the system with one
kink in the highly-discrete limit (g � 1) was considered in detail by Carpio
and Bonilla [703], where scaling laws and asymptotic of kink’s tails at the
threshold F ∼ FPN were found.

Finally, we would like to mention the work by Zheng et al. [704], where
a specific example of the “gradient-driving” chain was considered. In this
model the motion equation has the form

ẋl = g (xl+1 + xl−1 − 2xl) − sinxl + Fl[x], (8.34)

where the driving force Fl depends on the atomic coordinates of the NN
atoms,
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Fl[x] = r (xl+1 − xl−1 − 2amin) (8.35)

(here r is a coefficient and amin is the equilibrium spring’s length). For the
trivial commensurate concentration, when xl = las and amin = as, the driving
force vanishes. But if the chain’s state contains geometrical kinks, they will
drive themselves with a constant velocity in the steady state (note that this
model has no true ground state). The properties of this model are much
similar to those of the d.c.-driving case described above.

At low temperatures (kBT < Ek) one may use the quasiparticle-gas ap-
proach. Recall that in this approach the chain’s conductivity is supported
due to creation of kink-antikink pairs with their consequent motion in the
opposite directions. For the highly discrete FK chain, g � 1, the atomic flux
is restricted by an overcoming of kinks over the PN barriers. With increasing
of the driven force F the PN barriers are lowered [together with the original
barriers of Vtot(x)], resulting in increasing of the single-kink mobility. So, the
crossover from B0 = βDµ to Bf is expected to occur at forces lower or equal
to F ∼ πεPN/as similarly to Eq. (8.2).

Otherwise, in the SG limit, g � 1, the restricting factor is the rate of
creation of new kink-antikink pairs. When the force F increases, the energy
threshold for the creation will decrease from 2Ek to ∼ 2Ek − Fx∗, where x∗

is the saddle point determined by a solution of an equation (see Fig. 8.7)

d

dx
[vint(x) − F x] = 0, (8.36)

Fig. 8.7. (a) Lowering of the activation energy ∆E for the creation of kink-antikink
pair in presence of a driven force F . In the range (A) an energy must be supplied
to pull the kink and antikink apart untill a critical separation x∗ is reached given
by the width of the critical nucleus (B). In the range (C) the energy change is
dominated by the applied force, rather than by the kink-antikink interaction. At
(D) recombination with another kink terminates the motion of one of the original
partners. (b) Activation energy ∆E as a function of F for the SG model [676].
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vint(x) being the energy of kink-antikink attraction. Thus, the external force
lowers the saddle-point energy increasing the rate of creation of kink-antikink
pairs. This approach was firstly used by Kazantsev and Pokrovsky [247] for
the overdamped SG model, and then it was further developed by Büttiker
and Landauer [676], Munakata [705], Marchesoni [706], and Büttiker and
Christen [678]. The atomic flux was calculated within the generalized rate
theory which takes into account the multi-dimensional nature of the saddle
point. The rate theory is adequate provided F < Fs only, i.e., as far as
the system dynamics has activated nature. The results of calculation are
presented in Fig. 8.8.

Fig. 8.8. Average velocity as a func-
tion of the applied force for differ-
ent values of low temperatures. The
curves are labelled by the values of
τ = 8kBT/Ek [676].

At high temperatures, kBT > Ek, the conductivity of the FK chain may
be calculated with the aid of the RPA approximation (see Sect. 7.4.2) using
the ansatz (7.192). Trullinger et al. [671] and Guyer and Miller [496] have
shown that the time-independent N -particle Smoluchowsky equation can be
reduced to one-particle equation with an effective one-atomic potential Veff(x)
which is determined by the atomic density ρ(x). Because ρ(x) itself depends
on Veff (through the solution of the Smoluchowsky equation) and both Veff(x)
and ρ(x) depend on the external force F , the problem should be solved in
a self-consistent fashion. Numerical results obtained by the transfer-integral
method, shows that at low external field and at high field the atomic flux is
proportional to the field (Ohm’s law), but the high-F conductivity may be
many orders of magnitude greater than the low-F one. The low-F and high-
F regimes are separated by a region of very nonlinear conductivity, and the
crossover takes place at forces F ≤ Fs similarly to the case of noninteracting
atoms.
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8.4 Driven Kink

In the continuum limit approximation the system dynamics in the presence
of an external force is described by the perturbed SG-type equation

∂2u

∂t2
− ∂2u

∂x2 + η
∂u

∂t
+ V ′

sub(u) = εf(x, t), (8.37)

where V ′
sub(u) = dVsub(u)/du = sinu for the sinusoidal substrate potential.

We already discussed the equation of this type in Sect. 3.4.1, where the
interaction of kinks with impurities was considered.

Using a simple version of the collective-coordinate approach, we can look
for a solution of Eq. (8.37) in the form of a perturbed SG kink,

uk(x, t) = 4 arctan exp




− σ [x−X(t)]

d
√

1 − Ẋ2(t)/c2




 , (8.38)

where X(t) is the kink’s coordinate and d is its width. Following the method
by McLaughlin and Scott [86], first we have to compute the variation of the
energy and momentum of the unpertubed SG system due to the perturbation
εf(x, t) − η ut, then to calculate those variations in terms of the unknown
function X(t) using the ansatz (8.38), and finally to make these two ways of
calculation consistent. This approach finally results in the equation

[
1 − Ẋ2(t)/c2

]−1
M
[
Ẋ(t)

]
Ẍ(t) + ηM

[
Ẋ(t)

]
Ẋ(t) = F (t), (8.39)

where

F (t) = 2σε
∫ +∞

−∞
dx f(x, t)sech2 [x−X(t)] , (8.40)

M(v) = m/
√

1 − v2/c2 and m = 2/(π2√g) is the kink rest mass. In partic-
ular, for the damped motion of the d.c. driven kink, when εf(x, t) = F , we
obtain for its steady state the velocity

vk = F/ [M(vk) η] . (8.41)

This approach, however, completely neglects the phonon radiation which
should emerge due to destroying of the exact integrability of the SG equation,
first of all because of discreteness of the FK model. In the next Sect. 8.5 we
will show that the discreteness results in the instability of the fast kink. A
nonsinusoidal shape of the substrate potential or the nonharmonic character
of the interatomic interaction could also change the simple relation (8.41).
The latter effect will be described below in Sect. 8.6, where we show that
the anharmonicity of the interaction results in a drastic change of system
behavior, allowing the existence of supersonic and multiple kinks. Below we
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briefly discuss the role of the former effect, i.e. the kink dynamics in the case
of the nonsinusoidal substrate potential.

If the substrate potential is nonsinusoidal but symmetric as those dis-
cussed in detail in Sect. 3.3, then the zero-temperature dynamics of the d.c.-
driven kink can still be described by Eq. (8.41), provided the corresponding
kink’s rest mass is used (in the case of nonsymmetric substrate potential a
specific “ratchet” dynamics typically emerges as will be discussed in the next
Chapter 9). However, a new interesting effect appears at non-zero temperature
in the case of multiple-well substrate potential, namely for the double-well
potential (3.67) (see Fig. 3.13 in Sect. 3.3.4), when the potential has two
distinct minima over the period as = 2π, one at x01 = 0 and another at
x02 = π, both with the same energy but different curvatures. Recall that in
this system the kink’s shape is asymmetric, because its tails lie in the valleys
of different curvatures. The model admits two types of kinks, called the “left
kink” (LK), which has the long-range left-hand tail (with the atoms locating
in the “wider”, or “shallower” potential minimum) and the sharp right-hand
tail (with the atoms in the “narrower” minimum), and the “right kink” (RK)
which is just reverse. Although the energies of both minima are equal one
another, their entropies at nonzero temperature are different, the GS with
the stronger curvature is characterized by a lower entropy. Thus, at T > 0
the GS with the larger curvature has a higher free energy and, e.g., the LK
will be pushed to the right by the “entropic force” Fe ∝ T , so that in the final
configuration all atoms will mostly occupy the shallower valley. This effect
was first described by Savin et al. [707]. In the framework of the φ4-type
model, the entropic force was calculated by Costantini and Marchesoni [709].
The authors solved the pseudo-Schrödinger equation of the transfer-integral
method (see Sect. 6.5.2) and obtained that

Fe(T ) ∝ −
(
kBT

d

)
[ω(L)

min − ω
(R)
min]

[ω(L)
min + ω

(R)
min]

, (8.42)

where ω(L,R)
min are the minimum phonon frequencies in the left- and right-hand-

side GS’s correspondingly. Now, if one applies a d.c. force F , the total force
F +Fe(T ) may be either positive or negative depending on temperature, and
thus it will drive the kink either to the right or to the left.

In the FK-type model with the double-well potential (3.67), the effec-
tive substrate potential takes the shape of the double-barrier potential (see
Sect. 3.3.5) at nonzero temperatures. Costantini and Marchesoni [709] dis-
cussed an interesting case of the double-barrier substrate potential with nar-
row global minima and shallow local (metastable) minima,

Vsub(u) ∝ 1 −B cos(2u)
(1 +A cosu)

, (8.43)

as shown in Fig. 8.9 (A and B are some parameters). Now the T = 0 GS
corresponds to the configuration with all atoms located at the deepest min-
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Fig. 8.9. The shape of the
substrate potential (8.43)
at A = 0.995 and B = 1.01.

imum of Vsub(u) (labelled as 1 in Fig. 8.9), and the elementary topological
excitation corresponds to the 2-π double kink with the tails located in the
adjacent global minima. But if the temperature increases, the free energies
of the states with atoms in the minima 1 and 2, Fi(T ) = Ei − TSi, will
change with different rates, and at some critical temperature T = Tc these
free energies become equal one another. Therefore, the distance between the
subkinks of the double kink will increase when T → Tc, and at T = Tc it will
dissociate into two separate π-kinks. Moreover, with further increase of tem-
perature these π-kinks should again be coupled into 2π double kinks, but now
of the different shape, with the tails located at the local minima 2, because
thermal fluctuations stabilize the valleys 2 over the valleys 1 at T > Tc.

8.5 Instability of Fast Kinks

Below in this and next Sections we consider an interesting case of low damp-
ing, and begin with a more simple case of a single driven kink in the classical
FK model, when the interatomic interaction is harmonic. At zero tempera-
ture the kink starts to move at the force F = FPN . Considering the kink as a
rigid quasiparticle, one could find its velocity as vk = F/mkη. However, the
following three new issues emerge. First, the kink is a deformable quasipar-
ticle, so that its mass depends on the kink velocity. Second, the kink moves
on the background of the harmonic chain and, thus, it may excite phonons in
the chain; this should lead to an increase of the damping coefficient. Third,
the kink may have its own degrees of freedom which, being excited, may
destroy the steady kink motion at high velocity. The first two issues were
already discussed in previous Chapters, so here we will discuss mainly the
third effect.

The motion of a single kink which starts with a high speed in the highly
discrete undamped FK model was studied by Peyrard and Kruskal [171].
They found two important phenomena. First, during its motion the kink
experiences a strong interaction with phonons; therefore, at resonance condi-
tions (i.e., with kink velocities in certain intervals) the kink motion is strongly
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damped and its velocity decreases quickly, while outside these resonance in-
tervals the damping is very low, and the kink moves with such a velocity for
a long time. The velocity-locking effect due to resonances of the washboard
frequency of the driven kink with phonons in a finite (short) FK chain was
studied also by Ustinov et al. [710] and by Watanabe et al. [102]. Second,
Peyrard and Kruskal observed that the very fast kink is unstable, while a
pair of two coupled kinks can be stable and move as a whole with very high
velocity and practically without damping. Let us consider the instability of
the driven kink in more details following the work by Braun et al. [711].

For the classical driven FK model, the motion equation is

ẍl + ηẋl − g [xl+1 + xl−1 − 2xl] + sinxl = F. (8.44)

For a large value of the elastic constant, g � 1, we can use the continuum
limit approximation, so that Eq. (8.44) reduces to the form

∂2u

∂t2
) − d2 ∂

2u

∂x2 + η
∂u

∂t
+ sinu = F, (8.45)

where d = as
√
g is the width of the static kink (in our system of units

d = c). For the case of F = 0 and η = 0, this equation reduces to the
SG equation. The kink (excessive atom) solution has the form u(x, t) =
4 tan−1 exp[−(x−vt)/dk(v)]. The SG kink can move with any velocity |v| < c

and is characterized by the width dk(v) = d
(
1 − v2/c2

)1/2 and the effective

mass mk(v) = (4/πd)
(
1 − v2/c2

)−1/2. Considering the kink as a stable quasi-
particle and assuming that its parameters at nonzero F and η are the same
as those of the SG kink, the steady-state kink velocity can be found approx-
imately from the equation vk = F/ηmk(vk), that leads to the dependence

v
(SG)
k (F ) = c

πF√
(πF )2 + (4η)2

. (8.46)

The dependence (8.46) is shown in Fig. 8.10 by the dotted curve.
Looking for a travelling–wave solution of Eq. (8.45), u(x, t) = uk(x−vt) ≡

uk(z), we obtain the equation

(
c2 − v2) d2uk

dz2 + ηv
duk

dz
− sinuk + F = 0. (8.47)

A kink solution corresponds to a separatrix of Eq. (8.47). Using the di-
mensionless variables z̃ = z/d, ṽ = v/c, and introducing ξ = uk(z̃) and
w(ξ) = u′

k(z̃), Eq. (8.47) can be rewritten as
[(

1 − ṽ2) dw
dξ

+ ηṽ

]
w(ξ) − sin ξ + F = 0. (8.48)

A kink solution has to satisfy the boundary conditions uk(−∞) = uF + 2π,
uk(+∞) = uF , u′

k(±∞) = 0, or w(uF+2π) = w(uF ) = 0. The kink shape can
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be restored from the function w(ξ) by the integration z =
∫ uk(z)
uF +π dξ w

−1(ξ).
From Eq. (8.48) it follows that the function w(ξ) has to satisfy the equations

w′(uF + 2π) = (−ηv +D)/2(c2 − v2),
w′(uF ) = (−ηv −D)/2(c2 − v2), (8.49)

where w′ ≡ dw/dξ, D =
[
(ηv)2 + 4(c2 − v2)

√
1 − F 2

]1/2
. From Eq. (8.49) it

directly follows that the shape of driven kink is asymmetric at F �= 0, the
kink “head” is more sharp, while its “tail” is more extended than those of
the SG kink. However, in the continuum limit approximation the kink shape
is monotonic for all values of the driving force.

Numerical simulation shows that the kink velocity in the discrete case is
lower than that in the continuum limit approximation because of additional
(intrinsic) damping of kink motion due to discreteness effects (see Fig. 8.10)
[notice that in a finite (short) FK chain the resonances of the washboard
frequency of the driven kink with phonons result in steps in the vk(F ) de-
pendence due to velocity-locking effect, (see Refs. [710, 102]). The main new
issue is that, while in the continuum limit approximation the steady-state so-
lution of the moving kink exists for any force F < Fs (Fs = 1 in our system of
units), in the discrete chain such a solution exists only for F < Fcrit < Fs. At
larger forces, F > Fcrit, the sharp transition to the running state takes place.
Figure 8.11 demonstrates the force Fcrit and the critical kink velocity vcrit as
functions of the external damping η for a fixed value of the elastic constant
g. The instability exists only for the underdamped case, η < ηmax, when the
kink can reach the critical velocity, which is close to the sound speed c, at
some force Fcrit < Fs. At large frictions the maximum kink velocity is lower
than c even in the F → 1 limit, and the transition to the running state takes
place at F = Fs only, simply because the minima of the external potential
disappear and all atoms go to the running state simultaneously.
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A detailed numerical study of the discrete driven FK model has been done
by Braun et al. [711]. First, it was found that the steady-state kink motion
is always “automodel”, i.e. it satisfies the condition

ul+1(t) = ul(t− τ) + as, (8.50)

so that each atom repeats the trajectory of the previous atom with the time
delay τ = as/vk, i.e. the system dynamics can be described by a dynamical
hull function. Second, due to discreteness effects the kink tail has a compli-
cated intrinsic structure, it shows spacial oscillations with the wavevector k
defined by the resonance of the washboard frequency ω = vk with phonons.
The shape of running kink at different force values is shown in Fig. 8.12.
These dependencies can be presented as functions of one independent variable
z(F ) = l − t/τ(F ), where l is the atomic index. Due to the automodel con-
dition (8.50), the dependence ul(t) calculated for a time interval 0 < t < Nτ
for a given atom only, allows us to restore the evolution of all atoms in the
chain.

The periodicity of kink’s tail may be explained similarly to the work of
Peyrard and Kruskal [171]. Recall that without the external periodic potential
the only excitations of the model are acoustic phonons with the spectrum
ωph(k) = ck, where c = 2π

√
g is the sound velocity. However, with presence

of the external potential the spectrum becomes optical,

ω2
ph(k) = ω2

min + 2g(1 − cos 2πk), (8.51)

where ω2
min =

(
1 − F 2

)1/2 and the wavevector k must belong to the first
Brillouin zone, |k| < 1/2, so the phonon frequencies lie within the interval
ωmin ≤ ωph(k) ≤ ωmax, where ω2

max = ω2
min+4g. In the frame co-moving with

the kink, the phonon spectrum is modified due to Doppler effect, Ωph(k) =
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ωph(k) − kvk. The kink may be followed by a standing wave (the wave co-
moving with the kink with the same phase velocity) if

Ωph(k) = 0. (8.52)

This equation always has one or more solutions as shown in Fig. 8.13 in
the extended Brillouin zone scheme, |k| < ∞. At large kink velocities, vk >
2ωmax, this solution corresponds to the wavevector within the first Brillouin
zone [see the curve (c) in Fig. 8.13]. At lower kink velocities the solution
belongs to the second Brillouin zone [the curve (b) in Fig. 8.13], then to
the third Brillouin zone, etc. In the restricted Brillouin zone scheme, where
|k| < 1/2, we have to look for solutions of the equation Ωph(k) = nvk, where
n = 0,±1, . . . corresponds to the Brillouin zone number. The solution with
n = 0 corresponds to the resonance of the washboard frequency ωwash =
vk with phonons, so the solutions with n �= 1 may be called as “super-
resonances” [712]. The dependence kres(vk) obtained by numerical solution
of Eq. (8.52) is shown in Fig. 8.15. Note that at small kink velocities Eq. (8.52)
has more than one solution. For example, for the case shown by the curve
(a) in Fig. 8.13, the lowest root corresponds to the oscillation behind the
kink (the group velocity of phonons, vgr = dωph(k)/dk, is negative), and the
second one, to the oscillation ahead of the kink (vgr > 0).



8.5 Instability of Fast Kinks 313

Fig. 8.13. Graphical solution
of Eq. (8.52) in the extended
Brillouin zone scheme for (a)
F = 0.025, (b) F = 0.1, and
(c) F = 0.5.
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To show that the described resonances do are responsible for tail’s oscil-
lation, one may calculate the spacial Fourier transform of kink shape,

G(k) = τ−1
∫ τ

0
dt

∣∣∣∣
N∑

l=1

u̇l(t)ei2πlk
∣∣∣∣. (8.53)

The function G(k) is shown in Fig. 8.14, and the positions of the maxima of
G(k) for different kink velocities are plotted by symbols in Fig. 8.15. One can
see that the short-wave component of kink tail oscillation is characterized
by the wavevector which coincides with that obtained from the solution of
Eq. (8.52) (see triangles in Fig. 8.15).

To study the resonances in more details, one may also calculate the re-
sponse function F (k, ω) which describes a response of the steady-state solu-
tion to a small noise. This calculation also shows that namely the excitation
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of phonons is responsible for the oscillating kink tail. However, it shows one
more very important result: close to the critical velocity the resonance is
spreaded. This indicates that just before the instability, the excitation be-
comes spatially localized. Another indication that the kink shape has a com-
plicated structure just close to the critical velocity, follows from the Fourier
transform (8.53) of u̇l(t). As seen from Fig. 8.14, close to vcrit the function
G(k) has an additional peak corresponded to spacial oscillation of the tail
with a small wavevector k < 0.1 and frequency ω � ωmin. This new branch
is also shown in Fig. 8.15 by circles. These effects can be interpreted as an
indication of appearance of a shape mode (discrete breather) of the moving
discrete kink just before its destroying. The same conclusion follows also from
the Floquet analysis described in detail by Braun et al. [711].

In this context we recall that due to nonlinearity of the FK model, it sup-
ports, additionally to phonons and kinks, the existence of localized nonlinear
excitations, the discrete breathers (DB’s), which do not carry mass along
the chain, but at a high amplitude of their vibration they may decay into a
kink-antikink pair. These newly created kinks and antikinks then move inde-
pendently and thus increase the system mobility. Besides, one more issue of
the FK model is the existence of linear excitations of the kink itself, the shape
(internal) kink modes. The shape mode can be treated as a discrete breather
captured by the kink as was described by Sepulchre and MacKay [713]. The
essential difference of the captured discrete breather from the free one is that
due to the kink, the captured breather is a linearly stable excitation, while
the free discrete breather needs a nonzero threshold energy to be excited.

Thus, at a large driving force, a localized shape mode (discrete breather)
is excited in the kink tail. With increasing the kink velocity, the amplitude
of the DB increases too, and at some critical velocity the DB decays into the
kink-antikink pair. The fast kink becomes unstable and emits antikink(s).
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The emission of kink-antikink pairs in the tail of the fast kink leads to the
sharp transition to the running state. Details of this transition are shown in
Fig. 8.16, where we plot ul(t) versus the index l for different time moments,
each next curve being slightly shifted upstairs and to the right. One can see
that the first event is the creation of a new kink-antikink pair in the tail of
primary kink. The newly created antikink moves to the left, while the primary
kink and the newly created kink produce the “double” kink which moves as
a whole. Then one more kink-antikink pair is created in the tail of the double
kink; again the second antikink moves to the left, while the new kink plus
the double kink produce the “triple” kink. Then, the first antikink creates
behind itself one more kink-antikink pair. The kink from this lastly created
pair moves to the right and finally meets with the second antikink. After their
collision an avalanche starts to grow. Figure 8.17 shows also the evolution of
the total system velocity vtot(t) =

∑
l u̇l(t) during this process. When the

first kink-antikink pair is created, vtot increases in two times (see details in
inset of Fig. 8.17), then it again increases at next creation events, and finally,
when the avalanche starts to grow, vtot begins to increase linearly with time
with the velocity 2c, so that both fronts of the running domain move with
the sound speed.

Simulation shows that in the running domain, the atomic velocities are al-
most constant and are approximately equal to the maximum atomic velocity
F/η, and that ahead of the fronts of the running domain, there are the running
triple kink and the double antikink which move with almost sound speed. The
shape of growing domain of running atoms, ρl(t) = −[ul+1(t) − ul(t)]/(2π)2,
which describes the density of excessive atoms in comparison with the com-
mensurate structure, has a cosine profile, ρ̄(x) ∝ sin kr(x − xc), where xc is
the center of the running domain and k2

r = −〈cosu(x, t)〉 � 1.
Finally, notice that at a very low damping, η � ω0, and/or in a very

discrete system, g � 1 so that FPN is close to Fs, the kink may reach
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the critical velocity just when it starts to move, and the locked-to-running
transition will occur at F = FPN .

Above we discussed the case of zero temperature. At low but nonzero T
the kink undergoes a creep (thermally activated) motion at low forces, where
B ∝ exp(−εPN/kBT ), and begins to slide at higher forces. The mobility B
in this case may be calculated approximately with the help of Eqs. (8.17) to
(8.25) of the single-particle case described above in Sect. 8.2.2, if one considers
the kink as a rigid quasiparticle of mass mk moving in the periodic PN
potential. In particular, the transition between the regimes of creep motion
and kink-sliding motion takes place either at the threshold force FPN , or
at the force F2PN ≈ C ′′(η/ωPN )FPN similarly to Eq. (8.13) of the single-
atom case, whichever is smaller [714]. Besides, if the system size is not too
small, there are thermally excited kink-antikink pairs, therefore the domain
of running atoms starts to grow immediately when the fast kink becomes
unstable.

8.6 Supersonic and Multiple Kinks

In a realistic system the interatomic interaction is anharmonic usually. As
was shown above, the anharmonicity destroys the kink-antikink symmetry
of the classical FK model. This may change, for a high enough degree of
the anharmonicity, the scenario of the transition to the running state. For
example, if the critical force for the antikink is smaller than that for the kink,
the avalanche of running atoms will start to grow immediately after creation
of a new kink-antikink pair in the tail of the running primary kink. Besides,
for the driven FK model, the anharmonicity leads to two new interesting
effects. Recall that in the classical FK model the topological excitations are
always subsonic, the kink cannot propagate with a velocity vk larger than the
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sound speed c because of Lorentz contraction of kink’s width. Moreover, in
the classical FK model, the kinks of the same topological charge repel from
one another and, therefore, they cannot carry a multiple topological charge.
As we show in the present Section, in the anharmonic model both supersonic
kinks and multiple kinks may exist.

The motion of topological solitons with supersonic velocities was firstly
predicted analytically by Kosevich and Kovalev [273] in the FK model with
some specific interatomic interaction in the continuum limit approximation
(see Sect. 3.5.1). Later, supersonic topological solitons were observed by
Bishop et al. [715] in molecular dynamics study of polyacetylene. Then the
supersonic kinks were studied numerically in the discrete φ4 model with an-
harmonic interaction by Savin [271]. It was shown that for certain supersonic
kink velocities, when its width matches with that of solitons of Boussinesq
equation, the kink propagates almost without energy losses. Later similar
results were obtained by Zolotaryuk et al. [272] for the exponentially inter-
acting atoms subjected to the sinusoidal substrate potential (see details in
Sect. 3.5.1).

Multiple fast (but subsonic) kinks were firstly observed numerically by
Peyrard and Kruskal [171] in the classical undamped highly discrete FK
model (see Sect. 3.2.4). The authors explained the stability of the double
kink as the result of “compensation” of the waves emitted by two single
kinks when these waves happen to be out-of-phase. The waves suppress each
other, so the composite double kink propagates almost without radiation.
This problem was studied later by Savin et al. [179], where a hierarchy of
the double kink states characterized by different distances between the two
single kinks, was found numerically. The authors observed these states to be
dynamically stable for certain (preferred) values of the velocity. The same
results were obtained earlier by Ustinov et al. [716] for the driven under-
damped FK chain with harmonic interatomic interaction (see Fig. 8.18). The
authors observed numerically several “bunched” states of two 2π-kinks, which
differ from each other by the number of the oscillations trapped between the
two bunched kinks. Such “resonant” bunched states exist for certain intervals
of the driving force which may overlap. The velocity of the double kink is al-
ways higher than that of the single kink due to reducing the radiation losses.
Unfortunately, the stability of these bunched states was not studied in detail,
although the authors tried to explain the formation of the two-kink bound
state through the interaction mediated by kink’s oscillating tails. Then, Al-
fimov et al. [302] have shown that multiple kinks exist also in continuum
systems with nonlocal interaction. The bounded states of kinks (subsonic as
well as supersonic) in the case of anharmonic interaction were also studied
numerically by Zolotaryuk et al. [272]. It was found that these multiple kinks
are dynamically stable but asymptotically unstable (see Sect. 3.5.1). The dy-
namics of the generalized FK chain driven by a dc external force was studied
numerically by Braun et al. [190, 717], where the existence of supersonic
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Fig. 8.18. The velocity vk of the 4π-kink vs. the force F for the damped driven
FK model with the harmonic interaction between the atoms (g = 1, η = 0.1, and
N = 100). The arrows correspond to different bunched states: (A) the pure 4π-
kink (no separation between the constituent 2π-kinks); (B) the first bunched state
(one oscillation trapped between two 2π-kinks); (C) the second bunched state (two
oscillations trapped between the 2π-kinks); and (D) the third bunched state (three
oscillations trapped between the 2π-kinks) [716].

kinks and multiple (double and triple at least) kinks was observed. Finally,
the existence of multiple kinks for certain kink velocities in the discrete FK-
type model was proven rigorously by Champneys and Kivshar [182].

Below we will show, following the work by Braun [718], that the FK
model admits both supersonic kinks and multiple kinks, if the following three
conditions are satisfied: first, the model must be discrete; second, because
kink’s motion in a discrete chain is damped due to radiation of phonons, one
must apply a driving force to support the motion; and third, the interatomic
interaction must be anharmonic. As an example, we consider the FK model

ẍl(t)+ ηẋl(t)+
∂

∂xl
{V [xl+1(t) − xl(t)] + V [xl(t) − xl−1(t)]}+sinxl(t) = F,

(8.54)
with exponential interatomic interaction

V (x) = V0e
−βx. (8.55)

In the continuum-limit approximation [7]; see Sect. 1.1), the motion equation
reduces to the form



8.6 Supersonic and Multiple Kinks 319

ü+ ηu̇− d2u′′ (1 − αdu′) + sinu− F − h2
[
ü′′ + (u′)2 sinu− u′′ cosu

]
= 0,

(8.56)
where g = V ′′(as) = V0β

2 exp(−βas) is the elastic constant,

α = −(as/d) [V ′′′(as)/V ′′(as)] = β/
√
g

is the anharmonicity parameter, and h2 = a2
s/12 = π2/3 is the discreteness

parameter. A travelling–wave solution, u(x, t) = uk(x − vt) ≡ uk(z), should
satisfy the equation

h2v2u′′′′
k +

(
c2 − v2 − h2 cosuk

)
u′′

k + h2 (u′
k)

2 sinuk

−αd3u′′
ku

′
k + ηvu′

k − sinuk + F = 0, (8.57)

where c = 2π
√
g is the sound speed (recall c = d). A kink solution corresponds

to a separatrix of Eq. (8.57). Using the dimensionless variables z̃ = z/d,
ṽ = v/c, h̃ = h/d = (12g)−1/2, and introducing new variables ξ = uk(z̃) and
w(ξ) = u′

k(z̃), Eq. (8.57) can be rewritten as
{
h̃2ṽ2

[
w′′′(ξ)w2(ξ) + 4w′′(ξ)w′(ξ)w(ξ) + [w′(ξ)]3

]

− αw′(ξ)w(ξ) +
(
1 − ṽ2 − h̃2 cos ξ

)
w′(ξ)

+
(
h̃2 sin ξ

)
w(ξ) + ηṽ

}
w(ξ) − sin ξ + F = 0. (8.58)

A (multiple) kink solution has to satisfy the boundary conditions uk(−∞) =
uF + 2πp, uk(+∞) = uF , u′

k(±∞) = 0, or w(uF + 2πp) = w(uF ) = 0, where
p is the topological charge of the kink (p = 1 for the single kink, p = 2 for
the double kink, etc).

Near kink’s tails, z → ±∞, e.g. for ξ = uF + 2πn+ ε, where |ε| � 1, we
can use the expansion

w(ξ) = a1ε+
1
2
a2ε

2 +
1
6
a3ε

3 + . . . , (8.59)

where a1 ≡ w′(uF ), a2 ≡ w′′(uF ), etc. Substituting this expansion into Eq.
(8.58) and grouping together the terms of the same power of ε, we obtain the
following equation for a1,

h̃2ṽ2a4
1 + (1 − ṽ2 − h̃2 cosuF )a2

1 + ηṽa1 − cosuF = 0, (8.60)

which always has two roots, one positive and one negative, for any kink veloc-
ity v. Then, equating the terms for higher powers of ε, we obtain the relations
that uniquely determine the coefficients a2, a3, etc. Thus, the separatrix so-
lution of Eq. (8.58) is unique, i.e., for a given set of system parameters the
model has either the single-kink solution or the double-kink one, but never
both solutions simultaneously.
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It is easy to show that in the case of F = η = h = 0, the continuum-
limit equation (8.57) corresponds to an extremum of the following energy
functional [264],

E[u(z)] =
∫
dz

[
1
2
(c2 − v2) (u′)2 − 1

6
αd3 (u′)3 − cosu

]
. (8.61)

Substituting a simple SG-type ansatz uSG(z) = 4 tan−1 exp(−z/deff) into Eq.
(8.61), we obtain

E(deff) = 4
c2 − v2

deff
+

2π
3
α
c3

d2
eff

+ 4deff . (8.62)

Although the variational approach does not describe rigorously the kink tails
because of neglecting the discreteness effects, it allows us to find analytically
the shape of the kink core and, therefore, to calculate approximately the kink
velocity. Indeed, looking for extrema of the function E(deff), we come to the
equation E′(deff) = 0, or

(
deff

d

)3

=
[
1 −

(v
c

)2
](

deff

d

)
+
π

3
α, (8.63)

For the harmonic interaction, α = 0, Eq. (8.63) has a solution for |v| < c only,
which describes relativistic narrowing of the SG kink, deff = d

[
1 − (v/c)2

]1/2.
But for the anharmonic interaction, α > 0, Eq. (8.63) has a solution for any
kink velocity v, including supersonic velocities |v| > c. We emphasize that
supersonic excitations are possible for kinks (local compressions) only.

Considering the kink as a rigid quasiparticle, the kink effective mass can
be introduced as (see Sect. 3.1) mk = a−1

s

∫
dz [u′(z)]2 = 4/πdeff . Then,

assuming that kink’s parameters at nonzero F are the same as those for
the F = 0 case, the steady-state kink velocity can be found approximately
from the equation vk = F/mkη = πcFdeff(vk)/4ηd. Thus, Eq. (8.63) can be
rewritten in the form

[
1 +

(
πF

4η

)2
](

deff

d

)3

=
deff

d
+
π

3
α. (8.64)

Numerical solution of Eq. (8.64) allows us to find the function v(var)
k (F ) that

is shown by the dashed curve in Fig. 8.19 together with the dependence vk(F )
obtained by solution of the discrete equation of motion (8.44). One can see
that in the anharmonic model we always have v(var)

k > c at F → Fs = 1,
and although the simulation velocity is lower than v

(var)
k due to additional

damping of the moving kink because of phonon radiation, the discrete kink
still may reach a supersonic velocity. Thus, the variational approach predicts
that the supersonic kinks may be expected in the anharmonic FK model
only.
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Returning back to the discrete model, recall that in the classical FK model
the driven kink cannot reach even the sound velocity, because it becomes
unstable at vcrit < c and the system goes to the “running” state (see above
Sect. 8.5). However, in the anharmonic FK model, the critical kink velocity
may exceed the sound speed. The dependence of vcrit on the anharmonicity
parameter β is shown as inset in Fig. 8.19.

To study the double kink with the help of the variational approach, let
us consider it as a sum of two single kinks separated by a distance r,

u2(z) = uSG(z − r/2) + uSG(z + r/2). (8.65)

Substituting the ansatz (8.65) into the functional (8.61), we obtain the ef-
fective energy E(deff , r) which now depends on two parameters deff and r.
Looking for a minimum of E(deff , r) over deff at r fixed, one can check that
for the classical FK model, α = 0, the function E(r) ≡ mindeff E(deff , r) is a
monotonically decreasing function of r, i.e., the kinks are repelled from one
another. On the other hand, for the anharmonic FK model the function E(r)
has a minimum at some r = rmin < ∞, so two kinks attract one another
and thus have to couple into a double kink. The “dissociation” energy of the
double kink is very small at subsonic velocities, but becomes high enough at
supersonic velocities (see inset in Fig. 8.20). The “size” rmin of the double
kink decreases with |v| increasing. Thus, although the variational approach
with the SG-type ansatz is too crude, it nevertheless predicts that the mul-
tiple kinks could be stable for high (supersonic) kink velocities.

As is well known, the SG kinks of the same topological charge always
repel from one another. The same is true for static (v = 0) kinks of the
discrete FK model, including the anharmonic (α �= 0) model [319], contrary
to the variational approximation which mistakenly predicts a weak attraction
at |v| < c. Thus, it must exist a threshold kink velocity v1 such that at small
velocities 0 ≤ v < v1 the steady-state solution of the model corresponds to
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the 2π-kink, while at high velocities v > v1, it corresponds to the double
(4π-) kink (if v1 is lower than the kink velocity at F = Fs, that is true at
low enough values of η). Indeed, the simulation results presented in Fig. 8.20
demonstrate that the double kink is stable within the force interval 0.5 <
F < 0.8 but becomes unstable at higher as well as smaller forces, while the
2π-kink is stable for F < 0.5 only (a more careful calculations show that the
regions of existence of the single and double kinks slightly overlap, e.g., for
the parameters g = 1, β = 1/π and η = 0.05 Braun et al. [719] have found
that 0 ≤ F ≤ 0.5067 for the single kink and 0.4688 ≤ F ≤ 0.8767 for the
double kink). Similarly one could expect the existence of a second threshold
velocity v2 such that at v > v2 the steady-state solution will correspond to
the 6π-kink, etc.

Finally, note that both supersonic kinks and multiple kinks remain stable
at nonzero temperatures as well. Notice also that at high forces the kink
velocity is close to that of the Toda soliton [270]. Indeed, the shape of the Toda
soliton is characterized by the “jump” ∆u = 2µas/β, where µ is a parameter
coupled with the soliton velocity by the relationship vToda = c sinh(µas)/µas.
In the presence of the external substrate potential the jump ∆u must be
equal to pas for the p-kink; thus we obtain µ = pβ/2. In particular, for the
anharmonicity parameter β = 1/π we have vToda/c = (sinh p)/p ≈ 1.18 for
the 2π-kink and vToda/c ≈ 1.81 for the 4π-kink correspondingly. Thus, the
supersonic and multiple kinks may be considered as Toda solitons “disturbed”
by the external periodic potential.
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8.7 Locked-to-Sliding Transition

8.7.1 Commensurate Ground States

If T = 0 and the ground state is trivial (i.e., θ = 1 or θ = 1/q with an
integer q), then the locked-to-running transition takes place at F = Fs only.
However, if T > 0, then the transition occurs at a lower threshold force,
Ff ≈ Fcrit < Fs. The detailed behavior at the locked-to-running transition
is clear from Fig. 8.21, where the atomic trajectories just at the transition
point are shown [190]. As one can see, the scenario starts with the creation
of a kink-antikink pair. The kink and antikink move in opposite directions,
quasielastically collide (because of the periodic boundary conditions), and
quite soon a new kink-antikink pair is created in the tail of the primary kink
and then another pair in the tail of the new kink. This process continues
resulting in an avalanche-like growth of the kink-antikink pair concentration,
finishing in the totally running state.

Fig. 8.21. Atomic trajectories for the
commensurate FK model with expo-
nential interaction at F = 0.53 and
T = 0.7 (θ = 1, geff = 1, η = 0.1,
β = 1/2π, N = 128).

Thus, in a finite system at small T , when the structure is commensurate
and there are no kinks in the GS, then the first event is the thermally activated
and force stimulated creation of a kink-antikink pair. On the other hand, in
an infinite system there are always a nonzero concentration of kink-antikink
pairs. The further scenario is the same as for a single fast kink, except that
now the transition starts slightly earlier, because we do not have to wait until
the first kink-antikink pair is created in the tail of the fast kink.

8.7.2 Complex Ground States and Multistep Transition

The dimensionless atomic concentration θ = N/M (the ratio between the
number of particles N and the number of available sites M) in the FK sys-
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tem plays a crucial role since it defines the number of geometrical kinks. These
excitations can be defined for any background commensurate atomic struc-
ture θ0 = p/q, where p and q are relative prime integers. If the concentration
θ slightly deviates from the background value θ0, the ground state of the sys-
tem corresponds to large domains with background commensurate coverage
θ0, separated by localized incommensurate zones of compression (expansion)
called kinks (antikinks).

When the external force increases, the FK system with a non-trivial GS
exhibits a hierarchy of first-order dynamical phase transitions from the com-
pletely immobile state to the totally running state, passing through several
intermediate stages characterized by the running state of collective quasipar-
ticle excitations, or kinks of the FK model. As an example, let us first consider
the θ = 21/41 case when the mass transport along the chain is carried out
by trivial kinks constructed on the background of the θ0 = 1/2 structure. As
the average distance between the kinks is large (equal to 41 as in the ground
state), the kink-kink interaction is small, and the atomic flux is restricted by
the overcoming of kinks over the PN barriers [see Fig. 8.22(a)]. When the
driving force F increases, the PN barriers are lowered [simultaneously with
the original barriers of Vtot(x)], resulting in the increase of the single kink mo-
bility. Thus, at zero temperature the crossover from the locked B = 0 state to
the kink-running state takes place at the force F ≈ Ftk = CπεPN/as, where
the factor C ≈ 1 depends on the shape of the PN potential. The mobility in
the kink-running state is B ≈ θkBf , where θk = 1/41 is the dimensionless
kink concentration.

Fig. 8.22. The mobility B = 〈v〉/F
versus the force F for the under-
damped (η = 0.12) FK model with
exponential interaction (geff = 0.58)
(a) for θ = 21/40 (trivial kinks on
the background of trivial θ0 = 1/2
structure), and (b) for θ = 21/31 (su-
perkinks on the background of the
complex θ0 = 2/3 structure).
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The further scenario depends on the value of the damping coefficient η.
At very low frictions, η < 0.05ω0, there is no intermediate stages, because
the running kinks destroy themselves as soon as they start to move: they
will immediately cause an avalanche driving the whole system to the totally
running state of atoms. Thus, when the force increases, the system jumps
from the locked state directly to the running state at the force Ftk.

At larger frictions, η > 0.05ω0, the above-mentioned intermediate stages
with running kinks exist. A mechanism of the second abrupt increase of the
mobility depends on η too. At low frictions the “forward” force Ff is friction-
dependent, Ff ≈ mkηvcrit. The transition to the running state is due to
instability of fast kinks when they reach the critical velocity. On the other
hand, at higher frictions the transition takes place when the force exceeds
a certain threshold connected with the vanishing of the energy barrier for
creation of additional kink-antikink pairs in the system similarly to the over-
damped case described above and demonstrated in Fig. 8.7(a). The external
force lowers the saddle-point energy for the creation of the kink-antikink pair
determined by Eq. (8.36), thus increasing the rate of kink-antikink pairs gen-
eration. Therefore, the number of mass carriers in the system increases lead-
ing to the increase of the mobility. A crossover from the friction-dependent
threshold to the friction-independent one was discussed by Paliy et al. [721]
and Braun et al. [720].

Between the kink-running stage and the totally running state there may
be a specific “traffic-jam” regime which will be discussed below in Sect. 8.9.

This qualitative picture holds also for a more complex atomic coverage
like θ = 21/31 [721] (see Fig. 8.22(b) for N = 105 and M = 155). In this
case the state of running trivial kinks is preceded by the state of running
superkinks. The ground state in this case corresponds to domains of the
complex θ0 = 2/3 commensurate structure, separated by superkinks with
an average spacing 30 as between them. On the other hand, the θ = 2/3
structure can be viewed as a dense lattice of trivial kinks defined on the
background of the θ0 = 1/2 structure. This specificity clearly manifests itself
in the B(F ) dependence. During the force-increasing process, now there are
two sharp steps of increasing of the mobility B. The first one, at F = Fsk ≈
0.08Fs, corresponds to the situation where the superkinks start to slide,
whereas the second step, occurring at F = F ′

tk ≈ 0.18Fs, corresponds to
the transition of the trivial kinks to the running state. The critical force
for superkinks Fsk is independent on friction, while the force F ′

tk increases
with the friction η and reaches the constant value F ′

tk ≈ 0.24Fs at high
friction, which almost exactly matches the value Ftk ≈ 0.23Fs for the case of
θ = 21/40 coverage. Indeed, because the running superkinks excite phonons,
this may be interpreted as an effective increase of system temperature, and
the second step on the B(F ) dependence has to occur either at F ≈ F

(tk)
PN or

at F ≈ C ′′
[
(η + ηsk)/ω

(tk)
PN

]
F

(tk)
PN whichever is lower, where we should take

the trivial kink threshold force Ftk as that for the Peierls-Nabarro force F (tk)
PN .
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The mobility at the intermediate superkink-sliding steady states may be
roughly estimated as B ≈ θskBsk, where θsk is the dimensionless concentra-
tion of superkinks, Bsk ≈ (mskηsk)−1 is the mobility of a single superkink,
msk is its mass, and the friction ηsk = η+ ηint consists of the external damp-
ing η and the intrinsic friction ηint emerged due to excitation of phonons as
was discussed above in Sect. 7.2.2. However, the calculation of the superkink
mobility Bsk is too complicated problem. An alternative approach proposed
by Hentschel et al. [722], is to look for a solution of motion equations (8.44)
in an approximate form,

xl(t) = X(t) + ψl(t), (8.66)

i.e. to split the dynamics into a center of mass (c.m.) contribution X(t)
and a spatiotemporal fluctuation ψl(t), where 〈ψl(t)〉x = 0 by construction
(here 〈. . .〉x stands for spacial average, and 〈. . .〉t, for temporal average).
Neglecting higher harmonics of the washboard frequency ωwash = (2π/as)V ,
where V = 〈Ẋ(t)〉t is the average velocity of the steady-state motion, the
c.m. coordinate may be approximately taken in the form

X(t) ≈ V t+B sin(ωwasht). (8.67)

The fluctuating contribution is described approximately by the quasi-linear
equation

ψ̈q + ηψ̇q +
(
ω2
q + C cosXq

)
ψq = 0, (8.68)

where ωq = 2
√
g sin(qaA/2) is the phonon spectrum of the elastic chain

without the substrate potential, C ≈ (
1 + 2〈〈ψ2

l 〉x〉t
)−1/2, and the spa-

cial Fourier transform has been performed [ψq = N−1 ∑N
l ψl exp(−iqlaA),

q = (j − N/2)∆q, ∆q = 2π/NaA, and j = 1, . . . , N is integer, so that
|q| < π/aA]. Then, the oscillation of X(t), Eq. (8.67), leads in the lowest ap-
proximation to excitation, due to parametric resonance in Eq. (8.68), of only
one phonon mode with a frequency ω ∼ 1

2ωwash and an amplitude b (see, how-
ever, Sect. 5.2.2). The amplitudes B and b have to be found by substitution
Eq. (8.67) into Eq. (8.68) and then self-consistent solution of the resulting
equation. Finally, equating the average energy input into the chain (per one
time unit), Einput = FV , to the average dissipation due to the c.m. motion,

ηV 2, its temporal fluctuations, η
〈(

Ẋ(t) − V
)2
〉

t

, and the spacial fluctua-

tions, η〈〈ψ̇2
l 〉x〉t, one can find the velocity V and then the system mobility as

B ≈ Bf/
(
1 + 1

2B
2 + 1

8b
2
)
.

The kink-antikink nucleation regime for the classical FK model at T = 0
was studied in detail by Strunz and Elmer [712]. They called this regime
the “fluid-sliding” state (FSS), while the totally running state was called
the “solid-sliding” state (SSS). Calculating velocity correlation functions and
Lyapunov spectra, Strunz and Elmer [712] have shown that the FSS is a
spatiotemporally chaotic state. Although the velocity distribution function
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in the FSS may be well fitted by the Gaussian curve (the Maxwell distri-
bution), the FSS is far away from a thermal equilibrium state, because the
equipartition theorem is violated: the average energy of a phonon mode de-
pends on its wavevector. The transition from the kink-dominated regime to
the FSS (nonequilibrium “melting”) is similar to the first-order phase transi-
tion. It is interesting that the dependence of the threshold force for this tran-
sition on the damping coefficient η is close to the F2(η) dependence (8.13)
of the single-atom system of the T → 0 limit. The backward FSS-to-pinned
transition (nonequilibrium “freezing”) is a nucleation process, and the final
“frozen” state often contains domains of (two) different atomic densities.

If the system temperature is nonzero, then all transitions are smeared out,
and also the first step on the B(F ) dependence from the creep (thermally
activated) (super-) kink motion to the (super-) kink-sliding state should occur
earlier, at F ≈ C ′′ (η/ωPN )FPN instead of the PN force of the T = 0 case.

Finally, Fig. 8.23 (see also Fig. 5.9) demonstrates the B(F ) dependence
for the concentration θ = 144/233 ≈ 0.618 which is close to the incommensu-
rate concentration θgm = (

√
5−1)/2 (“the most irrational number”, e.g., see

Hardy and Wright [723]. Recall that for an incommensurate concentration,
the T = 0 ground state of the system may correspond to two different states
depending on the magnitude of the elastic constant g. For low g, g < gAubry
(where gAubry ≈ 1.0291926 for θ = θgm) the GS is pinned, while for g > gAubry
the GS is sliding and has no activation barrier for motion. In the case of the
pinned GS, g < gAubry, the mobility is zero at small forces. When F increases,
the system reaches the Aubry point owing to the lowering the barriers of the
inclined substrate potential, and at the force F = FPN the system exhibits
nonzero mobility. When the external force F is further increased, the velocity
shows a slow increase, which should consist of an infinite countable number
of steps as for Devil’s staircase but it is very difficult to resolve this behavior
in detail. On the other hand, above the Aubry transition, g > gAubry, the
mobility B is nonzero and close to the maximum value Bf at F → 0. With in-
creasing of the force in this case, the mobility decreases, and the c.m. velocity
as a function of F again exhibits several steps. In both cases the steps corre-
spond to the velocity locking effect and emerge due to excitation of phonons
by parametric resonances as was briefly described above in Sect. 5.2.2. The
T = 0 dynamics of the system at small forces may be described, at least
with an accuracy of numerical simulation, by a uniquely defined dynamical
hull function, while the transitions between the steps, by instabilities of the
corresponding velocity-locked states [712]. Then, at higher forces, the Devil’s
staircase-like behavior is destroyed and, after the intermediate state corre-
sponded to the kink-antikink nucleation regime (the spatiotemporal chaotic
state), the system undergoes a sharp transition to the totally running state,
so that the mobility abruptly increases to the maximum value B ≈ Bf .
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Fig. 8.23. Mobility B
vs. the (adiabatically-
slow increasing) driving
force F for (a) zero and
(b) nonzero temperature
for the “golden–mean”
concentration (N = 144,
M = 233) and g = 0.5
(dashed), 1.0 (solid), and
2.0 (dotted).

For a nonzero temperature, the dependence B(F ) is smoothed [see Fig.
8.23(b)]. When the GS is pinned, g < gAubry, the system demonstrates hys-
teresis which is very similar to that of the θ = 2/3 case of Fig. 8.22(b).

8.8 Hysteresis

Thus, the FK model with a commensurate GS or with an incommensurate
GS but with g < gAubry, when the F = 0 ground state is pinned, demon-
strates the hysteresis when the dc external force is varied. For a nontrivial
GS, θ �= 1/q, the multiple steps during the force increasing process can be
explained by the hierarchy of depinning: first, the geometrical kinks, then
the “force excited” kinks and finally the atoms. During the force decreas-
ing process, the system passes through several intermediate phases. Ariyasu
and Bishop [724] have studied the sliding-to-locked transition for the un-
derdamped SG model. The authors showed that the system proceeds first
through a series of “cavity-mode” states, and then a series of kink-antikink
wave train states (in an infinite system this sequence should be infinite, so
the transition is continuous). A similar scenario is exhibited by the discrete
FK chain [190]. For example, on the dependencies B(F ) shown in Fig. 8.24,
one can clearly resolve several step; each step is characterized by an ap-
proximately constant velocity (note that the discrete system differs from the
continuous SG one in that the former may have resonances with phonons,
and this may result in locking of some states).
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Fig. 8.24. Mobility B vs. F
for the backward sliding-to-locked
transition (when F decreases with
an adiabatically slow rate) for the
classical FK model with g = 1
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Although at a nonzero temperature, T > 0, there should be no hysteresis
in a one-dimensional system, simulations show that the hysteresis does exist.
The width of the hysteretic loop decreases with temperature, the forward
and backward threshold forces change with T as Ff (0) − Ff (T ) ∝ √

T and
Fb(T )−Fb(0) ∝ √

T [190], but the hysteresis does not disappear with thermal
fluctuations. The width of the hysteretic loop, however, depends on a rate
of force changing as usual in first-order phase transitions. Typical hysteretic
dependencies B(F ) are presented in Fig. 8.25 for the harmonic and expo-
nential interaction correspondingly. Four curves in Fig. 8.25 were calculated
for four rates of F changing, which differ in ten times one from the next
one. As seen, a width of the loop decreases with decreasing of R, but a well
defined hysteresis still exists even for the smallest rate R = 5.3 10−7. Thus,
the simulation shows that the hysteresis exists for any nonzero rate of force
changing.

To explain the hysteresis analytically, Braun et al. [717] studied a sim-
plified model based on the Fokker-Planck approach to the FK model. Using
the MF approximation, the authors have shown that in the system of inter-
acting atoms the hysteretic loop should be much larger and should survive at
much higher temperatures than for a single Brownian atom. Indeed, due to
concerned motion of atoms in the FK model, its atoms alone cannot exhibit
bistability, the system must be transformed from one steady state to another
as a whole. The Fokker-Planck approach shows that when the chain is in
the low-mobility state, this state is more stable (comparing with the nonin-
teracting system) because of effective decreasing of temperature, Teff < T ;
local fluctuations with high-velocity atoms are suppressed due to interatomic
interaction. The transition to the running state begins only when the force
F reaches the critical threshold Ff and the motion of topological excitations
(kinks) becomes unstable. On the other hand, if the system is in the running
state and the force is then decreased, the running state remains stable because
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Fig. 8.25. Left: Hysteresis B(F )/Bf for the standard FK model. Solid curves
correspond to the force increasing, and dashed–to the force decreasing process. Four
curves are for different rates of the force change R = ∆F/3iRτ0, where ∆F = 0.01,
τ0 = 2π is the characteristic period of the system, and iR is marked by different
symbols: diamonds: iR = 1, triangles: iR = 10, asterisks: iR = 102, and crosses:
iR = 103. Parameters are: θ = 2/3, N = 256, g = 0.1, T = 0.1, and η = 0.1. Right:
The same as in Fig. 8.25 but for exponential interaction (8.55) with β = 1/π.

local fluctuations with low-velocity atoms (jams) are suppressed again due to
the interaction. The effective driving force Feff in the running state is larger
than F , and the transition to the locked state may begin only when a jam
of a critical size (which may be mesoscopically large for a strong interatomic
interaction) appears for the first time.

8.9 Traffic Jams

Comparing the hysteretic curves of Fig. 8.25(left) for the standard FK model
with those of Fig. 8.25(right) calculated for the anharmonic (exponential)
interaction, one can see the following essential difference between them. For
the harmonic interaction, the system goes directly from the low-mobility
(“locked”) state to the high-mobility (“running”) state. Although the system
may be found in steady states with intermediate values of B, e.g. B/Bf ∼ 0.5,
these states always correspond to a homogeneous state on a spacial scale larger
than the lattice constant as. On the other hand, for anharmonic interaction
between the atoms, the system passes through intermediate states which are
spatially inhomogeneous. In this type of steady states, the system splits into
two qualitatively different regions, which differ by atomic concentration and
velocities. A typical picture of atomic trajectories is presented in Fig. 8.26.
One can clearly distinguish “running” regions, where atoms move with al-
most maximum velocities, and “traffic-jam” regions, where atoms are almost
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immobile. In Fig. 8.26(right), which shows a small portion extracted from
Fig. 8.26(left), one can see dynamics of a single jam. The jam grows from
its left-hand side due to incoming atoms, which stop after collisions with the
jam and then join to the jam. From the right-hand side, the jam shortens,
emitting atoms to the right-hand-side running region. The velocity proba-
bility presents a two-bells shape, corresponding to static and moving atoms:
this is a coexistence regime. Besides, in Fig. 8.26(right) one can see also a de-
tailed scenario of jam’s dynamics: when an incoming atom collides with the
jam, it creates a kink (local compression) in the jam. This kink then runs to
the right-hand side of the jam and stimulates there the emission of the atom
into the right-hand-side running domain. A detailed study [717] shows that
the traffic-jam state corresponds to the strange attractor of the system and
therefore it is a stable steady state. Moreover, the traffic-jam state remains
stable at nonzero temperatures, at least for small enough T .
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Fig. 8.26. Atomic trajectories for the exponential interaction with β = 1/π at the
fixed force F = 0.33. Other parameters are the same as in Fig. 8.25. The rectangle
is shown enlarged from the right, and it shows a single jam.

However, because the TJ regime is not observed for the classical FK model
with the harmonic interatomic interaction, one has to find for what system pa-
rameters the system demonstrates the transition from the homogeneous state
to the inhomogeneous traffic-jam regime. To study this phenomenon, Braun
et al. [717] took for the interaction of nearest neighboring atoms the Toda
(exponential) potential V (x) = V0e

−βx, so that the characteristic radius of
interaction is r = β−1, and calculated the dependence B(η) for a fixed value
of the driving force F . Besides, they calculated the velocity correlation func-
tion,

Kl = 〈〈(ẋi+l − ẋi)2〉〉, (8.69)
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which helps to distinguish a homogeneous steady state from inhomogeneous
ones.

It was found that when η decreases, the system passes from the low-
mobility locked state (LS) to the high-mobility running state (RS). For the
harmonic interaction, this transition occurs in one step, and the correlation
functionsKl(η) exhibit a peak just at the transition point. For the exponential
interaction, the transition proceeds, on the contrary, by two steps, first the
system passes to an intermediate state characterized by a plateau with 0 <
B < Bf , and only then with further decreasing of η, the running state with
B ≈ Bf is reached finally. This intermediate state always corresponds to
the steady state with jams. At the same time the correlation function K1(η)
exhibits two peaks, one at the transition to the inhomogeneous traffic-jam
state (JS), and the second at the transition to the running state. From the
definition (8.69) one can see that the value ofK1 should be proportional to the
number of jams in the system, because the velocities of nearest-neighboring
atoms may differ essentially only at the boundaries separating the running
and jam domains. Therefore, one can use the fact of existence of two peaks on
the dependence K1(η) as an indication of the jam state, while the positions
of these peaks show the parameter range for JS existence.

Recall that the dimensionless elastic constant, which is the main param-
eter of the classical FK model, is defined as g = a2

sV
′′(aA)/2π2εs, so that for

the potential (8.55) it is equal to g = V0β
2 exp(−βaA). Making a series of

runs for different values of the parameter β and keeping at the same time the
value of the elastic constant g fixed, so that the limit β → 0 corresponds to
the harmonic interaction (the standard FK model), while the limit β → ∞
describes a hard-core gas, allows us to plot the phase diagram on the (η, β)-
plane by extracting the positions of maxima of K1(η) for every value of β.
The phase diagram is presented in Fig. 8.27.
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steady state with jams, and RS is the
running state. Diamonds correspond
to maxima of K1(η), and the dashed
curve corresponds to B(η) = 0.9Bf .
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The simulation results show that the transition to the steady state with
jams emerges for the exponential interaction (8.55) for β > a−1

s only. Thus,
the transition to the traffic-jam state emerges for short-range interatomic in-
teraction only , when the radius of interaction is smaller than the period of
the external periodic potential, and only for small damping coefficients in an
interval just preceding the transition to the running state. In this context
Braun et al. [717, 725] proposed a generalized lattice-gas model with two
states of atoms. This traffic-jam LG model is characterized by a nonlinear
dependence of mobility on the jump probability, exhibits hysteresis, and de-
scribes the organization of immobile atoms into compact domains (jams).
Besides, a MF theory for this LG model has been developed, which describes
kinetics of traffic jams.

Finally, traffic jams emerge in the driven 1D system, if the following
conditions are fulfilled: (i) It must be an external (substrate) potential; (ii)
The motion must be underdamped, the particles should have two different
states, the locked state and the running state. In the FK model the bistability
exists due to inertia of atoms.

These two conditions are already sufficient for existence of the traffic-jam
state. Indeed, if one prepares by hands the initial configuration with a jam
and then abruptly applies the driving force, this state may survive in the clas-
sical FK model even at nonzero temperatures. Strunz and Elmer [712] have
studied steady sliding states characterized by domains of different atomic
densities (which may be considered as a generalization of the TJ state dis-
cussed above) in the classical FK model at T = 0. However, the transition
from the homogeneous state to the traffic-jam state at slow variation of model
parameters takes place only if two more conditions are satisfied:

(i) It must be some randomness in the system. Already the intrinsic chaos,
which always exists due to nonintegrability of the discrete FK model, is suf-
ficient for existence of the traffic-jam behavior (although in the T = 0 case
we have to start from a random initial configuration). The simplest way to
introduce a chaos into the system is to use Langevin motion equations with
T > 0; in this case the traffic-jam state emerges for any initial state. Of
course, the temperature should not be too large, the thermal energy must be
lower than the energy of interatomic interaction (otherwise the behavior will
be the same as for the system of noninteracting atoms) as well as it must
be lower than εs (otherwise the behavior will be the same as for the system
without external potential);

(ii) The interparticle interaction has to be anharmonic. Already the hard-
core potential, when the atoms do not interact at all except they cannot
occupy the same well of the substrate potential, is sufficient to produce the
traffic-jam behavior. Thus, one might expect no transition to the traffic-jam
state for the harmonic interatomic interaction. However, the situation is more
subtle: there is no transition to the traffic-jam state for atoms in the standard
FK model, but the kinks still may be organized in jams, because for any short-
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ranged interatomic interaction, the interaction between the kinks is always
exponential.

8.10 Periodic Forces: Dissipative Dynamics

Finally, let us consider briefly the FK system driven by a (spatially uniform)
periodic force F (t) = F (t + τext), where τext is its period so that the ac
frequency is Ω = 2π/τext. Due to complexity of the problem we first consider
the overdamped case, following the survey by Floŕıa and Mazo [487]. The
equations of motion,

ẋl = g (xl+1 + xl−1 − 2xl) − sinxl + F (t), (8.70)

have the following symmetry: if {xl(t)} is the solution of equation (8.70)
which corresponds to the configuration {xl(t0)} of initial conditions, then
the trajectory

σi,j,m{xl(t)} ≡ {xl+i(t−mτext) + jas} , (8.71)

where i, j and m are arbitrary integers, is the solution corresponding to the
initial configuration σi,j,m{xl(t0)}. The trajectory {xl(t)} is resonant if there
is a triplet (i, j,m) of integers such that the trajectory is invariant under the
transformation (8.71),

{xl(t)} = σi,j,m{xl(t)}. (8.72)

The average velocity of a resonant solution is

v̄ = (Ω/m)(iw + j)as/2π, (8.73)

where w is the window number. When w is irrational, then one can find a
unique minimal triplet with the property that i, j and m have no common
factors. For a rational window number, w = r/s (r and s are co-prime inte-
gers), a minimal triplet is such that ir + js and m have no common factors
(the triplet is not unique in this case, but the integer m is defined uniquely).
Then, the resonant velocity is called harmonic if m = 1, and subharmonic
whenever m > 1. The main question of interest for ac driven systems is the
one about existence and structural stability (i.e. robustness against a change
of parameters) of the resonant solutions (8.72).

To get insight into the problem of synchronization of the FK chain to
external periodic driving, let us consider first a simple case when the force
F (t) consists of constant force of duration ton, followed by time intervals toff
of zero force (ton + toff = τext),

F (t) =
{
F if 0 < t < ton,
0 if ton < t < ton + toff ,

(8.74)
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and assume that toff is large enough, so that during this time interval the
chain relaxes to some stable static configuration, before the next pulse is on.
In this case we can use the result obtained above that the long-term average
velocity v̄ is independent of the initial configuration.

Now let us begin the analysis with the case of a commensurate structure
with the window number w = r/s and choose as initial conditions the zero-
force GS configuration. If the amplitude of pulses is small, F < FPN , or if
F > FPN but the duration ton is not large enough to bring the configura-
tion out of the basin of attraction (in the s-dimensional configurational space
corresponding to zero force, see Fig. 8.28) of the initial GS configuration,
the configuration will relax, when the pulse is off, to the initial configura-
tion. Thus, at small F the state with zero average velocity, v̄ = 0, is locked.
However, if F > FPN and ton is large enough, the system will relax to some
stable configuration {x′

l} during the toff interval. Due to the preservation of
the rotational order under the overdamped dynamics and the uniqueness (up
to translation on the distance as and relabelling) of the GS configuration,
{x′

l} must be of the form {x′
l} = {xl+i + jas} with i and j integers. Conse-

quently, the average velocity is necessarily given by Eq. (8.73) with m = 1
and corresponds to the harmonic resonance. The average velocity v̄ of a com-
mensurate structure under periodic pulsed forcing (8.74) can only take the
discrete values (8.73) corresponding to harmonic (m = 1) resonances.

This “dynamical mode locking” can be explained in the framework of the
s-dimensional configurational space as shown in Fig. 8.28. During the pulse
on, the system moves along a certain trajectory in the configurational space.
When the pulse is off, the system relaxes to the ground state associated with
the basin of attraction to which the end point of that trajectory belongs.
Consider now two forces with different amplitudes F1 and F2. If these am-
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Fig. 8.28. Mode locking under a periodic pulsed force: schematic sketch of a s-
dimensional configurational space portioned in basins of attraction associated with
each ground state [487].
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Fig. 8.29. Average velocity v̄ as a function of the amplitude F of the pulsed
periodic force (8.74) with ton = 1 and toff = 20. Left panel is for the commensurate
structure with w = 2/3 and g = 0.5. Right panel is for the “incommensurate”
structure with w = 34/55 and two values of g: (a) g = 10 > gAubry (above the
Aubry transition) and (b) g = 0.25 < gAubry (below the Aubry transition) [487].

plitudes are so close to one another that the end points of both trajectories
belong to the same basin of attraction, then the average velocity must be the
same too, v̄(F1) = v̄(F2). Thus, for a commensurate structure v̄(F ) should
be a piecewise constant non-decreasing function as shown in Fig. 8.29(left).

A similar behavior should exhibit an incommensurate structure below the
Aubry transition (g < gAubry), when the GS is pinned. This can be under-
stood if one considers the IC GS as a limit of a sequence of commensurate
ground states with rational approximants wn to the desired irrational window
number w. Now, however, the function v̄(F ) corresponds to Devil’s staircase
as shown by curve (b) in Fig. 8.29(right).

The mode locking is only possible if the set of ground states is discrete.
If this set is continuous [as it is for the IC GS above the Aubry transition,
when the GS can be shifted on an arbitrary distance due to existence of the
Goldstone (sliding) mode], no dynamical mode locking is possible, and v̄(F )
should be a continuous strictly increasing function as shown by curve (a) in
Fig. 8.29(right).

For a sinusoidal driving force,

F (t) = F̄ + Fac cos(Ωt), (8.75)

the system behavior is more involved. Now the system has two competing
frequency scales: the ac driving frequency Ω and the washboard frequency
ωwash = (2π/as) v̄ due to the motion driven by the dc force F̄ . In the case
of a commensurate structure with an integer window number w the system
exhibits harmonic resonances only [m = 1 in Eq. (8.73)] analogously to the
system driven by pulsed force as was described above [726, 727]. However,
for rational noninteger values of w = r/s, when there are s > 1 atoms
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Fig. 8.30. Average velocity v̄ versus the dc force F̄ under a sinusoidal driving force
(8.75) with Fac = 0.2 and τext = 2π/Ω = 5. Left panel is for the commensurate
structure with w = 1/2 and g = 0.25. Only harmonic steps are resolved in (a), while
the inset (b) shows a subharmonicm = 2 step. Right panel is for an incommensurate
structure for three different values of K ≡ g−1: (a) K = 1.4 (dot-dashed line), (b)
K = 2.8 (dashed curve), and (c) K = 4.0 (solid curve) [487].

per one elementary cell of the GS structure, simulations demonstrate the
existence of subharmonic resonances with m > 1 in Eq. (8.73) as shown in
Fig. 8.30(left) [728, 729]. Moreover, in the latter case the system has unlocked
(nonresonant) solutions. The analysis based on the Floquet theory suggests
that when F̄ changes, the locking-unlocking transition of a commensurate
structure occurs due to a saddle-node bifurcation and, thus, it should be
characterized by a critical exponent of 1

2 for the average velocity (see details
in Ref. [487]).

The incommensurate structure for the golden-mean window number w =
(
√

5 − 1)/2 driven by the sinusoidal force (8.75) was studied by Floŕıa and
Falo [730]. At low values of K ≡ g−1 � 1, the average velocity v̄ is an
increasing function of the average external force F̄ , v̄ ∼ F̄ [see curve (a) in
Fig. 8.30(right)]. In this regime, where no locking to resonant velocities is
observed, the computed trajectories, at any value of v̄, can be expressed in
terms of a two-variable dynamical hull function h(x, y) as

xl(t) = h(lwas + v̄t+ α, Ωt+ β), (8.76)

where α and β are arbitrary phases, and the function φ(x, y) = h(x, y) − x
is periodic of period as = 2π in the first variable and of period 2π in the
second variable. The dynamical hull function h(x, y) changes continuously as
the parameters g, F̄ , Fac and Ω vary, and approaches the analytical solution
h(0)(x, y) = x + (Fac/Ω) sin y in the K → 0 limit. Thus, the effect of a
small periodic substrate potential on the ac-driven motion of incommensurate
structures is just a smooth modulation of the solution at the integrable limit.
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As K increases, however, v̄(F̄ ) starts to develop “plateau” (steps) at res-
onant velocities (8.73) [see curves (b) and (c) in Fig. 8.30(right)]. Simulations
suggest that for each resonant value of v̄ there is a critical value Kc(v̄) above
which there is an interval of F̄ values for which the velocity locks at that res-
onant value. Moreover, at each particular value of Kc(v̄), the corresponding
hull function h(x, y) becomes non-analytic. Therefore, the transition at Kc(v̄)
is a dynamical Aubry transition. Below this transition, g < gc(v̄) ≡ 1/Kc(v̄),
where the threshold gc(v̄) depends on the model parameters w, g and Ω,
mode locking occurs, while above the transition, g > gc(v̄), there is no mode
locking, and the steady state is described by an analytical two-variable hull
function. The phase diagram for a particular choice of model parameters is
presented in Fig. 8.31.

Fig. 8.31. Phase diagram of the dif-
ferent states in the (K, F̄ ) plane for
an incommensurate structure under
a sinusoidal driving force (8.75) with
Fac = 0.2 and τext = 2π/Ω = 5. The
triplets (i, j,m) correspond to lock-
ing at the resonant velocities (only
tongues for a few resonant velocities
are shown) [487].

Thus, while the standard (“static”) Aubry transition is the border point
between pinned and sliding incommensurate structures, the dynamical Aubry
transition separates, for a given velocity value v̄, the locking regime, where
the value of v̄ is robust against small variation of the average external force,
from the unlocked regime of motion of the incommensurate structure at the
velocity v̄. From this perspective, the motion of incommensurate structures
under periodic pulses (8.74) described above, may be considered as a limiting
case of sinusoidal forcing (8.75), in which the dynamical Aubry transition oc-
curs at a unique value of g for all resonances, and coincides with the standard
Aubry transition, gc(v̄) = gAubry.
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8.11 Periodic Driving of Underdamped Systems

Finally, let us describe in brief the results known for the a.c. driven un-
derdamped FK model. In the case of the additive oscillating force with the
amplitude A and the frequency Ω, the SG equation takes the form

∂2u

∂t2
− ∂2u

∂x2 + η
∂u

∂t
+ sinu = A sin(Ωt+ φ). (8.77)

We begin with a more simple situation when there are only a single kink
in the system. Let us first consider a very simple example of motion of a
single atom of mass m under the action of a force F (t),

mẌ(t) +mηẊ(t) = F (t), (8.78)

where X(t) is the atomic coordinate and η is the viscous damping. If the
a.c. force is switched on at the time moment t = 0, i.e. F (t < 0) = 0 and
F (t ≥ 0) = Re (F0e

iΩt) [here F0 = −imAeiφ is complex to incorporate the
phase φ], then the undamped (η = 0) solution of Eq. (8.78) takes the trivial
form,

X(t) = X0 + V0t− Re
[(
F0/mΩ

2) eiΩt
]
, (8.79)

where the directed atomic velocity V0 = Ẋ(0) + ImF0/mΩ is determined
by the initial velocity Ẋ(0) and the amplitude and phase of the oscillating
force F (t) at t = 0. Thus, in a general case we have V0 �= 0, and pure
oscillatory atomic motion occur for certain “resonant” conditions only, when
Ẋ(0) = −ImF0/mΩ. It is evident, however, that for any nonzero damping,
η > 0, the directed motion will decay during a transient time τ ∼ η−1, so
that in the steady state the atom will only oscillate around a given site.

Coming back to the perturbed SG equation (8.77) and using the simple
collective-coordinate approach described above in Sect. 8.4, we arrive at the
following equation on the kink’s coordinate X(t) [731]

Ẍ(t) + η
[
1 − Ẋ2(t)/c2

]
Ẋ(t) = F (t)/m, (8.80)

where m is the kink rest mass, c is the sound speed, and the a.c. driving force
F (t) is given by

F (t) = σA
[
1 − Ẋ2(t)/c2

]3/2
sin(Ωt+ φ), (8.81)

σ = ±1 being the kink topological charge. Thus, the kink motion is quali-
tatively the same as that for the simple single-atomic case described above,
and exactly coincides with that in the non-relativistic limit |Ẋ(t)| � c. This
result was derived analytically and confirmed with simulation by Quintero
and Sánchez [731] (the special cases of φ = 0 and π/2 for the zero initial kink
velocity, Ẋ(0) = 0, was first considered by Olsen and Samuelsen [733]).
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The kink behavior under the additive a.c. force becomes more interesting,
if the kink has its internal (shape) mode with a frequency ωB , which is a
typical situation for a generalized FK model, e.g. for nonsinusoidal substrate
potential or nonharmonic interatomic interaction. This question was studied
by Quintero et al. [615] on the example of the φ4 model, where exactly
one shape mode exists. Indeed, they do observed a strong resonance, but at
the driving frequency Ω = ωB/2 and not at the normal resonant frequency
Ω = ωB as one may expect. The explanation is that the a.c. force does not
act directly on the shape mode (because of symmetry reasons), but rather
it excites the shape mode indirectly via the excitation of the translational
motion which then couples to the shape mode. The coupling of the internal
and translational degrees of freedom leads finally to an erratic/chaotic kink
motion at the resonance because of the interchange of energy between the
kinetic energy of the kink center and the internal oscillations of the kink
shape.

The discreteness of the FK model brings new effects in the kink motion un-
der the a.c. force. Indeed, now the kink moves in the periodic Peierls-Nabarro
potential. Thus, even if one neglects by radiation effects and the softness of
the kink shape, the motion equation corresponds to the damped a.c. forced
pendulum. Depending on the model parameters and initial conditions, such
a system admits a rich variety of different behavior, including the so called
running trajectories, which are attractors with a nonzero average velocity.
The underdamped FK model under the a.c. driving was studied numerically
by Martinez et al. [735]. For a particular case of relatively low damping
(η ∼ 0.1ω0) and driving frequency (Ω ∼ 0.5ωPN) the authors observed the
following scenario of system behavior when the amplitude A increases. At low
A the kink is trapped in the PN valley and oscillates near its bottom with
the driving frequency. At higher A the kink begins to jump to adjacent wells
of the PN potential. Such type of motion is associated with the type-I inter-
mittency (the kink stays for a long time in one well, then suddenly jumps to
another well and stays there, again for a long time). The frequency of these
jumps increases with A until a diffusive kink’s motion is reached. The further
increase of A finally leads to a mode-locking regime, in which the average
kink velocity is exactly given by vk = (p/q) asΩ/2π with some co-prime in-
teger numbers p and q. An important issue is that such a directed motion
appears when the amplitude of the driving is about an order of magnitude
below the depinning d.c. force for the same model parameters. Note also that
if one averages over all initial conditions, the net kink velocity is zero due to
symmetry of the model, the directed motion with positive velocity has the
same probability as that with the negative one. However, if the system sym-
metry is violated in some way, the preferred direction of motion will emerge
as will be described in the next Chapter 9.

The case when the underdamped SG system (η ∼ 0.05ω0) is driven simul-
taneously by the d.c. and a.c. forces, was studied by Fistul et al. [736]. For
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a low driving frequency, Ω ∼ 0.03ω0, the authors found a strong decreasing
of the kink velocity even for a relatively low amplitudes of the a.c. driving
(A < 1). This effect may be interpreted as an effective additional “nonlinear
damping” of the kink motion. The analytical estimates were found in a good
agreement with both the direct numerical simulation and the experimental
results for a long annular Josephson junction with one trapped fluxon.

Now let us consider the case of parametric driving of the single kink, when
the external oscillating force acts on the substrate potential,

∂2u

∂t2
− ∂2u

∂x2 + η
∂u

∂t
+ [1 +A sin(Ωt)] sinu = 0. (8.82)

Breathers in SG: if the damping η is nonzero, then the breather anni-
hilates, and its energy is dissipated into radiation. But if the system is a.c.
driven by the additive force, then the radiation losses are compensated by
the external driving, so that the breather is stabilized, and its frequency be-
comes modulated by the driving [737, 738]. A more subtle scenario emerges
when the SG breather is driven by the additive a.c. force in absence of damp-
ing. Using the same collective-coordinate approach as above, Quintero and
Sánchez [731] have shown that in this case there exist a threshold amplitude
Ac of the oscillation force (the value of Ac depends on the breather frequency),
such that a small perturbation (A < Ac) allow breathers to exist (with the
frequency modulated by the external driving), while at higher perturbation,
A > Ac, the breather either dissociates transforming into a kink-antikink
pair, or it annihilates emitting radiation if the breather frequency was close
to the phonon band. Note that a similar effect of the breather stabilization
exists for the parametric driving as well [739].

The latter result suggest a mechanism of kink-antikink pairs generation
through an intermediate stage of breather excitation. Recall that if the GS
corresponds to the trivial commensurate structure (θ = 1), then the kinks in
the system emerge due to thermally activated creation of kink-antikink pairs.

Complicated nonlinear dynamics includes period-doubling, spatial-
temporal complexity and chaos [740]–[745], parametric driving by spatially
periodic potential [746], spatiotemporal periodic driving: Cai et al. [747].

Finally, let us describe briefly the case when the system is driven by a
plane wave. From plasma physics (or physics of electron beams) it is well
known that a charge (e.g., an electron) may be catched by an electromag-
netic wave and travel together with it with the same velocity. One could
expect a similar effect in the FK model. Indeed, such an effect was observed
numerically by Zheng and Cross [748]. The authors studied the overdamped
motion equation

ẋl − g (xl+1 − 2xl + xl+1) +K sinxl = A cos(Ωt− 2πlφ) (8.83)

with periodic boundary condition, when the number of geometrical kinks
inserted into the chain is determined by the mismatch parameter δ = (as −
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Fig. 8.32. Average current J of the model (8.83) versus (a) the wave amplitude A
for different values of K (solid curve for K = 1, dash curve for K = 2, and solid
curve with square symbols for K = 3) and (b) the barrier height K for different
values of A (solid curve for A = 1, dash curve for A = 1.5, dotted curve for A = 2,
and solid curve with square symbols for A = 2.5). The other parameters are: g = 1,
Ω/2π = 0.1, and δ = φ = 0.09 [748].

aA)/as (as = 2π is the period of the substrate potential and aA is the mean
interatomic distance). Evidently, there are no directed motion in the cases of
δ = n (no kinks to be driven) or φ = n (the case of standing wave) (here n is
an integer, n = 0,±1, . . .). The steady state current J = 〈ẋl(t)〉 of the model
(8.83) has the following symmetry: J(δ, φ) = J(1 − δ, 1 − φ) = −J(δ, 1 −
φ) = −J(1 − δ, φ). Thus, we also must have zero current for δ = n + 1/2 or
φ = n+ 1/2.

The results of simulation are shown in Fig. 8.32. Notice that there is
a threshold amplitude of the driving (an analog of the PN barrier) for the
motion to start. The maximum current is achieved at |δ| ≈ |φ| ≈ 0.12. For
high enough values of the height of the substrate potential the current may
reach the maximal value J = Ω (see plateaus in Fig. 8.32(a). As a function
of K, the current scales as J ∝ K2 at small K and exhibits mode-locking
resonant steps at high K as shown in Fig. 8.32(b). Because any dynami-
cal state of the overdamped FK model must be rotationally ordered, one
can show that the current at the resonant steps is described by the relation
J = [(jδ + k)/(jφ1 +m)]Ω with integers j, k and m in accordance with the
simulation results.
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The original FK model is based on a symmetric on-site potential. However,
if the system symmetry is broken in some way, then novel effects associated
with so-called ratchet dynamics appear. The system driven by an external
perturbation is known to exhibit ratchet dynamics if in the long-time limit
the average current, defined as

〈ẋ〉 = lim
t→∞[x(t) − x(0)]/t,

does not vanish when all macroscopic (“coarse grained”) external perturba-
tions, static forces and gradients (of temperature, concentration, chemical
potential, etc.) vanish after averaging over space, time, and statistical en-
sembles. Ratchet systems have attracted a lot of attention because they are
used to explain the physics of molecular motors and molecular pumps, along
with the possibilities they open for various applications of nanotechnology.

9.1 Preliminary Remarks

To exhibit the ratchet dynamics, the system must satisfy the following two
conditions:

(i)The system must be out of thermal equilibrium, simply because the equi-
librium system cannot exhibit a systematic drift in a preferential direction
due to the second law of thermodynamics. Therefore, the system must
be driven by an external perturbation, for example, by an external force
F (t) with zero average, 〈F (t)〉 = 0 (the forcing may be either periodic or
stochastic, but in the latter case it must correspond to a color noise). We
have mentioned already in Sec. 8.11 that under the periodic force, the kink
may demonstrate the directed motion. However, if one averages over all
initial conditions in that case, the average velocity will be zero, of course,
due to symmetry of the system. Thus, we need one more condition.

(ii)The space-time symmetry of the system must be violated , either due to
asymmetric substrate potential, or because of asymmetric driving, or
both. The rigorous rules have been formulated by Flach et al. [749] and
Reimann [750] and they will described below in Sect. 9.2.1.



344 9 Ratchets

If both these conditions are satisfied, then the system can exhibit the
ratchet behavior. The next questions that emerge, are:

1. What is the direction of motion and how it can be manipulated? For some
simple models one can predict or guess the drift direction from symmetry
reasons, but often it depends on all the details of the substrate potential
and the external force.

2. What is the “efficiency” of the such ratchet machine? Namely, how the
current depends on the driving for a given ratchet model?

There are many various ways to organize the ratchet behavior. Indeed, a
class of asymmetric systems is much larger than the subclass of symmetric
ones. In fact, the question is not when the ratchet behavior emerges, but
rather when the systematic drift is absent due to (sometimes hidden) sym-
metry of the system.

A typical substrate potential used in ratchet models, is the co-sinusoidal
one with an addition of the second harmonic (see Fig. 9.1),

V (x) = − cosx+ µ cos(2x+ ϕ). (9.1)

As for the forcing F (t), it may correspond, for example, to (i) a sinusoidal
function, (ii) a symmetric dichotomous noise, (iii) an Ornstein-Uhlenbeck
process (the exponentially correlated noise), (iv) a symmetric shot noise,
etc., or an arbitrary linear combination thereof.
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Fig. 9.1. The ratchet potential (9.1)
for µ = −1/4 and ϕ = π/2.

For a simpler case of a single atom in an external potential, we can divide
different types of the ratchet systems into diffusional ratchets and inertial
ratchets. When the model describes a system of interacting atoms, additional
collective effects may appear due to interaction; the latter are considered
below in Sect. 9.3 for the example of the FK model.

x/2π
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9.2 Different Types of Ratchets

9.2.1 Supersymmetry

First of all, following the work by Riemann [750] (see also Refs. [751, 752]),
we formulate the general conditions when the directed motion does not exist .
We start with the following simple definitions of the symmetry relations:

1. The periodic substrate potential is symmetric, if for all x

V (−x) = V (x). (9.2)

2. The periodic potential is called supersymmetric, if for all x

V (x+ as/2) = −V (x). (9.3)

3. The external periodic force F (t) = F (t+ τ) is called symmetric, if for all
times t

F (t+ τ/2) = −F (t). (9.4)

4. The periodic forcing is called supersymmetric, if it is antisymmetric for
all t ,

F (−t) = −F (t). (9.5)

These definitions assume appropriate shifts, e.g. Eq. (9.3) means that
V (x + as/2) = −V (x) + ∆V , but we may always put ∆V = 0 because of
irrelevancy of additive constants for the potential. Analogously, Eq. (9.5)
means that there exists ∆t such that F (−t) = −F (t+∆t), and then ∆t may
be made zero by a shift of the time scale. The last two definitions remain
valid for a stochastic forcing (unbiased and stationary) as well, if we rewrite,
for example, Eq. (9.5) in the form

〈F (−t1)F (−t2) . . . F (−tn)〉 = (−1)n〈F (t1)F (t2) . . . F (tn)〉 (9.6)

and assume that it is valid for all integers n ≥ 1 and all times t1, t2, . . . , tn.

Now, the main statement is the following: for the motion equation with
the additive driving,

η ẋ(t) + V ′(x) = F (t) + δF (t), (9.7)

where ẋ ≡ dx/dt, δF (t) is the Gaussian white noise, the directed motion
is absent, 〈ẋ〉 = 0, only if either both the substrate potential V (x) and the
driving F (t) are symmetric, or if both of them are supersymmetric. For all
other combinations, 〈ẋ〉 �= 0 in a general case.

The case of both symmetric potential and driving force does not require
a proof, the absence of the directed motion follows simply from symmetry
reasons. As for the case when both the potential and the driving are super-
symmetric, the proof is the following: introducing z(t) = x(−t) + as/2, we
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have ż(t) = −ẋ(−t) so that 〈ż〉 = −〈ẋ〉. On the other hand, taking into ac-
count the supersymmetry conditions (9.3) and (9.5), one can verify that z(t)
satisfies the same equation (9.7) as x(t), so that 〈ż〉 = 〈ẋ〉. Thus, we arrive
at 〈ẋ〉 = 0. This proof is based on the fact that only stationary stochastic
processes appear in Eq. (9.7).

Typical combinations of the potential and driving force are shown in
Fig. 9.2: nonzero current appears in the cases (a) and (b), but it vanishes
for the case (c) when both potential and driving force are supersymmetric.
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Fig. 9.2. Three combinations
of the periodic substrate po-
tential V (x) and the external
driving force F (t): (a) V (x)
is asymmetric (but not super-
symmetric) and F (t) is sym-
metric (and at the same time
supersymmetric), 〈ẋ〉 �= 0;
(b) V (x) is symmetric (but
not supersymmetric) and F (t)
is supersymmetric (and asym-
metric), 〈ẋ〉 �= 0; (c) both V (x)
and F (t) are supersymmetric
and 〈ẋ〉 = 0 [750].

Next, we consider the case of parametric driving,

η ẋ(t) + V ′ [x(t), F (t)] = δF (t), (9.8)

where V ′(x, F ) = ∂V (x, F )/∂x. The symmetry criterion now takes the form

V [−x, F (t)] = V [x, F (t)] , (9.9)

while the supersymmetry criterion has to be rewritten as follows,

V [x+ as/2, F (−t)] = −V [x, F (t)] , (9.10)

and again, if either of the criteria (9.9) or (9.10) are met, a vanishing current
in (9.8) is the consequence, while in any other case, a nonzero current is
generically expected.

9.2.2 Diffusional Ratchets

Now we consider different kinds of diffusional ratchets, when inertia effects
can be neglected. Most of the models considered below, exhibit the existence
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of a threshold value of driving, below which no average directed current exists.
The explanation of this threshold is the following [753]. In the linear response
limit, which should work for a small amplitude of the driving, one may expand
the external perturbation into a Fourier series. Then, due to linearity of this
limit, the net current follows simply by summing up the contributions from
all modes. But because each Fourier mode is symmetric, the resulting current
should be zero.

Another general remark is that the current 〈ẋ〉 should approach zero in the
T → ∞ limit, since the effect of a finite potential or driving will be overruled
by the noise. Therefore, for the models where the current also vanishes in the
T → 0 limit, a bell-shaped current-temperature curve is expected. Moreover,
in the same way of reasoning one should expect the existence of optimal
values of the driving frequency Ω and amplitude A, at which the current
reaches its maximal values.

Finally, to estimate the efficiency of a particular ratchet scheme, one can
add the constant force Fdc to the right-hand part of equation (9.7) or (9.8) and
then to look for the so called stopping force Fs, at which the ratchet’s directed
current becomes zero. A larger is |Fs|, the more efficient is the ratchet, e.g.,
a larger “cargo” it can “bring” with itself.

Thermal Ratchets

A simple model of the thermal ratchets (also known as Brownian motors,
Brownian rectifiers, and stochastic ratchets are also in use) is described by
the equation

η ẋ(t) + V ′(x) = δF (t), (9.11)

where the Gaussian white noise is subjected to periodic variations with pe-
riod τ , 〈F (t)F (0)〉 = 2ηkBT (t)δ(t) with T (t+ τ) = T (t). For an asymmetric
substrate potential V (x) the steady state solution of Eq. (9.11) is character-
ized by nonzero current, 〈ẋ〉 �= 0. The mechanism of its operation is explained
in Fig. 9.3: Brownian particles, initially located at the point x0 in a mini-
mum of V (x), spread out when the temperature is switched to a high value.
When the temperature jumps back to low values, most particles get captured
again in the basin of attraction of x0, but also substantially in that of x0 +as
(hatched area in Fig. 9.3), and a net current of particles to the right (〈ẋ〉 > 0)
results. An efficiency of the thermal ratchet may be estimated with the help
of perturbation analysis [754] which yields at small τ

〈ẋ〉 ≈ Cτ2
∫ as

0
dxV ′(x) [V ′′(x)]2, (9.12)

where C > 0 is a constant which depends on the shape of functions V (x)
and T (t). Evidently, the current should also tend to zero in the limit τ → ∞,
when the system is in thermal equilibrium. Thus, the maximum current is
achieved at an optimal value of the period τ ∼ η−1.
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Fig. 9.3. The working mecha-
nism of the thermal ratchet (9.11).
Practically the same mechanism is
at work when the temperature is
kept fixed (but T > 0) and in-
stead, the substrate potential is
turned “on” and “off”, as shown
below in Fig. 9.4 [753].

This very simple model of the thermal ratchet (9.11) already exhibits
the so called current inversion effect. Namely, for a specially chosen shape
of the substrate potential (for particular examples of V (x) with the current
inversion effect, see Ref. [753]) the current may be negative at small τ and
become positive at larger values of τ . Thus, if one varies the parameter τ , the
current changes its sign. The same will be true for variation of any other model
parameter, for example, the friction coefficient η. This effect opens the way of
particle segregation: for example, Brownian particles with different sizes will
have different friction coefficients and thus move in opposite directions being
exposed to the same thermal environment and the same substrate potential.
Moreover, if one takes into account inertia effects, such a particle separation
mechanism could be inferred with respect to the particle masses, as well as
for other dynamically relevant particle properties.

The arguments presented above can be generalized in the following
way [754]: for a ratchet model of the type (9.8), and possibly also with an
x- and/or t-dependent temperature, which depends on an arbitrary model
parameter µ, there exists the shape of the substrate potential Vci [x, F (t)]
such that the current 〈ẋ〉 as a function of µ exhibits a current inversion at
some value µ0, but if and only if there exist two potentials V1 [x, F (t)] and
V2 [x, F (t)] with opposite currents 〈ẋ〉 for the reference value µ0. To prove
this, we have to construct the potential Vλ [x, F (t)] = λV1 [x, F (t)] + (1 −
λ)V1 [x, F (t)], which parametrically depends on λ. Under the assumption
that the current 〈ẋ〉 changes continuously with λ, it follows that it vanishes
at a certain intermediate value λ = λ0. Then the model with the potential
Vci [x, F (t)] = Vλ0 [x, F (t)] must exhibit the current inversion with changing
the parameter µ. The same is true for the ratchet model (9.7) with addi-
tive force driving, where in the same way one has to construct the driving
Fλ(t) = λF1(t) + (1 − λ)F2(t).

If the temperature does not depend on time but changes periodically
with space, T (x + as) = T (x), then the model is called the Seebeck ratchet .
In a general case, the current is nonzero for this model, if and only if
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∫ as

0 dxV ′(x)/T (x) �= 0 (see Ref. [753] and references therein). Note that
in a mathematical sense, both the thermal ratchet and the Seebeck ratchet
are equivalent to a fluctuating potential ratchet considered below.

Pulsating Ratchets

The parametrically driven ratchets (also called pulsating ratchets) are de-
scribed by Eq. (9.8). A subclass of pulsating ratchets is the so-called fluctu-
ating potential ratchets, when the potential has the form

V [x, F (t)] = [1 + F (t)] V (x), (9.13)

i.e. the forcing F (t) describes a “perturbation” to the “unperturbed” sub-
strate potential V (x) without affecting its spatial periodicity. A rather special
but important example of pulsating ratchets is the so called “on-off” ratchet,
when F (t) in Eq. (9.13) can take only two possible values, e.g. F (t) = −1 (the
potential is “off”) and F (t) = 0 (the potential is “on”). Schematic picture
of operating of the on-off pulsating ratchet at nonzero temperature T > 0
is shown in Fig. 9.4. Typically, the “natural” current direction in pulsating
ratchets is given by the sign of the steep potential slope. Notice also that
when the temperature is zero in the model (9.8), (9.13), then the motion
equation η ẋ+[1 + F (t)] V ′(x) = 0 reduces to the simple form η ẏ = 1+F (t)
with the help of the substitution y(x) = − ∫ x

dx′/V ′(x′). A similar simplifi-
cation is also possible when both forces F (t) and δF (t) in the model (9.8),
(9.13) correspond to the same kind of stochastic process, for example, they
are described by two (mutually uncorrelated) Ornstein-Uhlenbeck processes
with the same correlation time τc.

Fig. 9.4. Schematic pic-
ture of operating of the
on-off pulsating ratchet
at T > 0. The proba-
bility distribution of one
particle broadens when
the substrate potential is
off; this produces directed
motion in the hardest di-
rection when the potential
is switched on again [755].

Another subclass of pulsating ratchets, called travelling potential ratchets,
has potential of the form

V [x, F (t)] = V [x− F (t)] , (9.14)
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where F (t) is a periodic or stochastic function. [In the case when F (t) is un-
bounded, e.g. F (t) = cwavet, the substitution y = x−F reduces the problem
to the d.c. driven one, ηẏ + V ′(y) = −ηcwave + δF (t), so that the particle is
captured by the travelling wave and moves with the same (Brownian surfer)
or lower (Brownian swimmer) velocity in the same direction. However, if in-
ertia effects are taken into account and the noise is colored, then the current
inversion may occur [756].] This potential never satisfies the symmetry cri-
terion (9.9), independently of whether the potential V (x) itself is symmetric
or not. Thus, one could expect the ratchet behavior even for the symmetric
shape of the function V (x). In fact, the substitution y = x − F transforms
the ratchet (9.14) into rocked ratchets considered below in Sect. 9.2.2.

An example of a generalization of this type of ratchets has been given by
Porto et al. [757]. The substrate potential was composed of two waves that
move relative each other,

V [x, F (t)] = Vα1(x) + Vα2 [x− F (t)], (9.15)

and the wave’s shape Vα(x) was chosen in a simple form of a piecewise linear
function defined on the interval (0, 1],

Vα(x) =
{−1 + 2x/α, if 0 < x ≤ α < 1,

1 − 2(x− α)/(1 − α), if 0 < α < x ≤ 1, (9.16)

which then was periodically continued over the whole x axis. Except the
symmetric case of α1 = α2 = 1/2, the system exhibits the ratchet behavior.
Indeed, from the sequence of images in Fig. 9.5 one can see that for mono-
tonically increasing F the atom stays at the same position in average (see

x x

V
(x

,F
)

Fig. 9.5. Time evolution of the
pulsating ratchet potential (9.15),
(9.16) with α1 = 2/5 and α2 =
1/2. The snapshots are taken at (a)
F = 0, (b) F = 0.2, (c) F = 0.4,
(d) F = 0.41, (e) F = 0.49, (f)
F = 0.5, (g) F = 0.8, and (h) F =
1. In parallel, the respective posi-
tions of the particle in the “qua-
sistatic” limit are shown, both for
Ḟ (t) > 0 [e.g., F (t) = t, full circles,
the time evolves from (a) to (h)] and
Ḟ (t) < 0 [e.g., F (t) = −t, open cir-
cles, the time evolves in the oppo-
site direction from (h) to (a)]. The
arrows indicate the direction of irre-
versible motion of the particle which
occurs between snapshots (e) and
(f) (full circle) and (d) and (c) (open
circle) [757].
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filled circles on the images), while for monotonically decreasing forcing, the
atom moves to the left (open circles on the images). Thus, for any unbiased
forcing F (t), either periodic or stochastic, if its maximum amplitude exceeds
1 (the period of the substrate potential), the atom will move to the left only,
and such a behavior does not depend essentially on details of the shape of the
potential Vα(x). The irreversibility of the motion emerges due to existence of
points of instability in the (x, F ) plane, where a local minimum of the asym-
metric potential V (x, F ) ceases to exist. When the minimum disappears, a
particle located at such a point performs an irreversible motion jumping in
the direction given by the potential’s asymmetry (see details in Ref. [757]).

The further generalization which allows the current inversion, is based on
two potentials moving in opposite directions, Vλ [x, F (t)] = λV1(x+ cwavet)+
(1 − λ)V2(x− cwavet) with a proper choice of the functions V1(x) and V2(x)
and the parameter λ [753].

Rocked Ratchets

Next, let us consider the so called rocked ratchets, also called the tilting ratch-
ets, i.e. the ratchets driven by an additive periodic force. A simple consider-
ation is possible in the adiabatic limit, when the variation of the force F (t)
in Eq. (9.7) is so slow that the system reaches the steady state for each value
of the force. In this case the flow is zero at zero temperature (or exponen-
tially small if T > 0) until F (t) exceeds the maximum slope of the substrate
potential in the given direction; after that the current takes a value close to
the maximum F (t)/η. Thus, when the periodic force is symmetric, the net
current (averaged over the period τ) is nonzero, if and only if the substrate
potential is spatially asymmetric and the amplitude A of the forcing is larger
than the threshold value A0 determined by the slopes of V (x). One can easy
understand that the atom in this case will preferentially move in the direc-
tion where it has to climb a shallower side of the substrate potential, i.e. the
current direction is just opposite to the “natural” direction of a fluctuating
potential ratchet. If T > 0, then the stochastic force aids the escape of the
Brownian particle over the potential barriers, therefore the directed motion
begins at lower values of the amplitude of the oscillating force.

The limit of fast oscillating force, τ = 2π/Ω → 0, is more complicated for
analytical consideration. When F (t) is symmetric and V (x) is asymmetric,
the approach based on the perturbation theory gives the result [753]

〈ẋ〉 =
2τ4YN
η5

∫ as

0

dx

as
V ′(x) [V ′′′(x)]2 , (9.17)

while when F (t) is asymmetric and V (x) is symmetric, the current is given
by

〈ẋ〉 =
τ4N
4 η5

{
Y−

∫ as

0

dx

as
[V ′′′(x)]2 +

1
2
βY+

∫ as

0

dx

as
[V ′′(x)]3

}
. (9.18)
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In Eqs. (9.17), (9.18) N is the normalization constant,

N =
[(∫ as

0

dx

as
e−βV (x)

)(∫ as

0

dx

as
e+βV (x)

)]−1

, (9.19)

β = (kBT )−1, and the amplitudes Y , Y± are given by the integrals

Y =
∫ 1

0
dh [f2(h)]

2
, Y± =

∫ 1

0
dh [f0(h) ± 2f2(h)] [f2(h)]

2 (9.20)

over the functions fi(h) defined through the recurrent relation fi(h) =∫ h
0 ds fi−1(s) +

∫ 1
0 ds sfi−1(s) (i = 1, 2, . . .) with f0(h) = F (τh). Accord-

ing to these results, the rocked ratchets are very ineffective, all contributions
up to the order τ3 are zero.

The sign of the current in Eq. (9.17) is dictated by that of the steepest
slope of V (x) (for simple enough substrate potentials) independently of de-
tails of the symmetric driving F (t). Thus, the “natural” current direction of
the fast and slow rocked ratchets are opposite, and the current inversion with
variation of the driving frequency Ω is typical for rocked ratchets.

As an example, let us consider a simple case of deterministic ratchet, when
δF (t) ≡ 0 in Eq. (9.7), the substrate potential has the typical asymmetric
(“ratchet”) shape given by Eq. (9.1), and the driving force is pure sinusoidal,

F (t) = A sin(Ωt). (9.21)

For this model, the solution of Eq. (9.7) is bound at small driving amplitudes,
A < A0(Ω), so that it approaches a function which is periodic in time for
large times [758]. For A > A0(Ω), the motion can become unrestricted, and
the average velocity assumes an asymptotic value (independent of the initial
conditions) of the form 〈ẋ〉 = (m/n)Ω with integers m and n (recall that
as = 2π in our system of units). Such a behavior, when the current as a
function of the driving amplitude, displays a structure of constant plateaux
separated by discontinuous jumps, is typical for deterministic rocked ratchets
in the overdamped limit (see Ref. [753] and references therein).

For the ratchet potential (9.1) with µ = −1/4 and ϕ = π/2, the net flux is
always positive (m,n > 0), i.e. the particle moves towards the shallow side of
the potential in the case of T = 0. However, if the temperature is nonzero, a
current inversion takes place for sufficiently large frequency Ω in accordance
with the perturbative result (9.17).

Fluctuating-Force Ratchets

Finally, if the force F (t) in Eq. (9.7) corresponds to a stochastic process,
then the model belongs to the fluctuating force ratchets type, which may be
considered as another subclass of tilting ratchets. As we mentioned already
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several times, the ratchet effect may occur in the case of color noise only,
when the correlation time τc = 1

2

∫ +∞
−∞ dt 〈F (t)F (0)〉/A, where A defines the

noise amplitude, A = 〈F 2(0)〉.
The case of slow fluctuating force, τc → ∞, may be described by adiabatic

approximation in the same way as above in Sect. 9.2.2 for the rocked ratchets.
On the other hand, in the case of fast fluctuating force, τc → 0, the ratchet
velocity can be found with the help of perturbation theory which leads to the
expression (see Ref. [753] and references therein)

〈ẋ〉 = −τ3
c

βAN
η

{
Y1

∫ as

0

dx

as
V ′(x) [V ′′(x)]2 +Aβ2Y2

∫ as

0

dx

as
[V ′(x)]3

}
,

(9.22)
where Y1 and Y2 are dimensionless and τc-independent coefficients determined
by the specific noise under consideration, and the normalization constant
N is given by Eq. (9.19). For example, for the stochastic force with the
exponentially-correlated noise (the so called Ornstein-Uhlenbeck process),
〈F (t)F (0)〉 = (D/τc) exp(−|t|/τc), one has Y1 = 1 and Y2 = 0. It is interesting
that in this case the current directions in two limits, τc → ∞ and τc → 0,
are just opposite one another, so that the current inversion takes place upon
variation of the correlation time τc. As follows from Eq. (9.22), the fluctuating
force is not too effective to produce the current, the first nonzero contribution
appears in the third order of τc only.

9.2.3 Inertial Ratchets

Incorporating of the inertia term mẍ into the motion equation makes the
system dynamics much more complicated due to increasing of dimensionality
of the phase space. For the one-atom ratchet driven by an additive force, the
motion equation now is the following,

ẍ(t) + η ẋ(t) + V ′ [x(t)] = F (t) + δF (t), (9.23)

where V (x) is periodic with the period as and F (t) is periodic with the period
τ . Now the current is zero in the case of symmetric potential and driving,
but not so for the supersymmetric ones as it was in the overdamped case.

Several papers are devoted to the subclass of inertial ratchets, namely to
the deterministic inertial ratchets, when the temperature is zero, i.e. δF (t) ≡
0 in Eq. (9.23) (see Ref. [753] and references therein). In this case a stochastic
behavior may appear in certain parameter regions of the model. Another
difficulty is that now the long-time average current depends on the initial
conditions in a general case. As a consequence, the current as a function of
model parameters may show a quite complex behavior, including multiple
inversions even for a simple shape of the substrate potential.

The adiabatic regime of the deterministic ratchet with the substrate po-
tential (9.1) driven by the oscillating force (9.21) was studied by Borromeo
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Fig. 9.6. The average velocity
〈ẋ〉 (times the damping η) as a
function of the amplitude A of
the oscillating force (9.21) of fre-
quency Ω = 0.01 for the ratchet
potential (9.1) and different val-
ues of the damping coefficient η.
The dashed curve represents the
overdamped adiabatic limit (η =
10, Ω = 10−4). Inset: the nu-
merical data for η = 0.1 (solid
curve) are compared with ana-
lytical dependence (9.24) shown
by dashed curve [759].

et al. [759]. The calculated current-force dependencies for different values of
the damping coefficient η are shown in Fig. 9.6. For damping values in the
range 0.07 < η < 0.5 these dependencies demonstrate the universal behavior
displayed in the inset of Fig. 9.6 and described by the function

〈ẋ〉 =
A

η
·
{
µ(A,A−) if A− < A < A+,
µ(A,A−) − µ(A,A+) if A > A+.

(9.24)

Here µ(A,A′) ∝ 1 +
√

1 − (A′/A)2, and the amplitudes A− and A+ corre-
spond to the depinning thresholds of the (right/left) tilted potential V (x) ∓
xA. Equation (9.24) was derived under the assumption that the particle gets
depinned when F (t) > A−, then runs with the velocity v(t) ∝ F (t)/η, and
gets pinned again as soon as F (t) < (η/ω0)A− according Risken’s ideology
of Sect. 8.2.2 (see details in Ref. [759]). Thus, these results show that the rec-
tification efficiency of the ratchet grows as η−1 when the damping decreases,
but only up to a certain critical damping η∗ ∼ 0.07. On further decreasing
of η below η∗, the trajectories become extremely irregular and the ratchet
current drops monotonically towards zero.

Some rigorous results are known in the Hamiltonian limit of zero damping
and thermal noise, when the motion equation takes the form

ẍ(t) + V ′ [x(t)] = F (t). (9.25)

Following the paper by Flach et al. [749], let us call the system be Sa-
symmetric, if both the substrate potential and the driving force satisfy the
following two conditions,

{
V (−x+∆x) = V (x) and
F (t+ τ/2) = −F (t), (9.26)

where ∆x is some constant [notice that the second equation coincides with
the symmetric condition of the overdamped case, see Eq. (9.4)]. In this case,
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if x(t) is a solution of Eq. (9.25), then the trajectory z(t) = −x(t+τ/2)+∆x
satisfies the same equation as well.

Next, let us call the system be Sb-symmetric, if the force F (t) satisfies
the condition F (−t+∆t) = F (t) with some constant ∆t. Now the trajectory
z(t) = x(−t + ∆t) satisfies Eq. (9.25) provided x(t) is the solution of this
equation.

In both cases, the momentum changes its sign under the symmetry trans-
formation, ż(t) = −ẋ(t). Therefore, if the system has either the Sa symmetry
or the Sb symmetry, then the net current averaged over all initial condi-
tions, must be zero, 〈ẋ〉 = 0. In all other cases one could expect generically a
nonzero average current, provided there are no other hidden symmetries that
change the sign of momentum.

If one considers a given particular trajectory in the system with the de-
scribed above symmetry, than the result 〈ẋ〉 = 0 for the given trajectory
is expected as well, provided the initial condition {x(0), ẋ(0)} is part of a
stochastic layer which also contains an initial condition with ẋ = 0. The
reason is based on the assumption of ergodicity of stochastic layers. On the
other hand, if the initial condition {x(0), ẋ(0)} for the given trajectory is not
part of a stochastic layer which also contains an initial condition with ẋ = 0,
then generically 〈ẋ〉 �= 0 even if the symmetry conditions described above are
fulfilled.

Though it may be difficult in practice, in principle the entire phase space
of the Hamiltonian dynamics (9.25) can be decomposed into its different reg-
ular and ergodic components, each of them characterized by its own particle
current 〈ẋ〉. Schanz et al. [760] have shown that the particle current “fully
averaged” according to the uniform (microcanonical) phase space density,
can be written as

∫ τ

0
dt

∫ as

0
dx

∫ ∞

−∞
dp ẋ = lim

p0→∞

∫ τ

0
dt

∫ as

0
dx

∫ p0

−p0
dp

∂H

∂p
. (9.27)

Since the dynamics is Hamiltonian, H = 1
2p

2 + V (x) − xF (t), it follows that
the microcanonically weighted average velocity over all ergodic components is
equal to zero. An immediate implication of this “sum rule” is that a necessary
requirement for directed transport in a generic Hamiltonian system is a mixed
phase space (with coexisting both regular and stochastic regions), because
the microcanonical distribution is the unique invariant density in this case,
and it is always approached in the long time limit. Thus, in this approach
the directed transport has its origin in the “unbalanced” currents within the
regular islands.

Another explanation of the Hamiltonian ratchets is based on ballistic
flights in the vicinity of the boundary of stochastic layers and regular islands,
as suggested by Denisov et al. [761, 762]. Both explanations are correct in
principle, but practical applications restrict them to certain limits, the sum
rule– to the case of resonances deeply embedded in the chaotic sea (very short
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flights, practically indistinguishable from chaotic diffusion, but the sum in the
sum rule then converges fast), and the ballistic flight to the case of strong
resonances and very efficient partial barrier presence due to cantori (very
long flights, very well distinguishable from short time chaotic diffusion, easy
to obtain corresponding probability distribution functions).

In the limit of fast oscillating driving, the average particle velocity for the
equation (9.25) may be approximately calculated by separating the slow and
fast contributions to the trajectory x(t) [749]. In particular, for the symmetric
substrate potential V (x) = − cosx but asymmetric driving

F (t) = A1 cos(Ωt) +A2 cos(2Ωt+ φ), (9.28)

it was found that 〈ẋ〉 ∝ (A2
1A2/Ω

3) sinφ. The a.c. input (9.28) leads to
the mixing of the two harmonics of frequencies Ω and 2Ω in the nonlinear
response regime. Notice that the current vanishes if A1 = 0 or A2 = 0 or
φ = 0, π, when the mentioned above symmetries exist.

Coming back to Eq. (9.23) with η > 0, one can see that only the Sa-
symmetry may survive for nonzero damping, and it will result in zero aver-
age velocity due to the same reasons as above. Finally, the symmetry rea-
sons described above shows also the way how one can reverse the current of
the ratchet (9.25). The first method is to use F (−t) instead of F (t) in this
equation, while the second method, which also operates for systems with a
nonzero damping η, is to change simultaneously the potential and the driving,
V (x) → V (−x) and F (t) → −F (t).

We notice, however, that for small η the time reversal symmetry will be
recovered again, i.e. Eq. (9.28) will hold approximately. Thus the zeroes of
the current will be close to φ = 0, π. The same is true for the supersymmetry
in the overdamped case when η is large. Thus, even if symmetries are formally
broken but one is close to a limit where they hold, variation of parameters
like the relative phase φ will show the partial recovery of such a symmetry.

9.3 Solitonic Ratchets

All ratchet models described above should also operate for the case of systems
of interacting atoms, e.g. the ratchet concepts should remain valid for the FK
model, at least in the limit of weak interaction, g � 1. Moreover, the similar
concepts can be introduced for the case of strongly interacting atoms when the
ground state has only one kink; the latter can be treated as a quasi-particle,
especially in the overdamped limit. However, some new effects appear due to
interaction, e.g. if we take into account that kinks are ‘soft’ quasi-particles
and the driving force may modify their parameters. We notice that the first
application of ratchet ideas to the soliton-bearing systems was suggested by
Marchesoni [763].
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9.3.1 Symmetry Conditions

The symmetry reasons described above for the single-particle ratchets, should
work for collective ratchets as well, because the broken symmetries cannot be
restored by additional interactions between the atoms [749]. As an example,
Flach et al. [764] considered the SG rocked ratchet

∂2u

∂t2
+ η

∂u

∂t
− ∂2u

∂x2 + V ′
sub(u) = F (t) + δF (x, t), (9.29)

where Vsub(u) is periodic with the period as = 2π and has minima at
u = las, F (t) is periodic with the period τ = 2π/Ω, and δF (x, t) is the
Gaussian spatially uncorrelated white noise. Introducing the energy density
ρ(x, t) = 1

2

(
u2
t + u2

x

)
+Vsub(u), where the indices stand for the corresponding

partial derivatives, and using the continuity equation ρt + jx = 0, we obtain
for the energy current J(t) =

∫∞
−∞ dx j(x, t) the following expression (here

we assume that η = 0), J(t) = − ∫∞
−∞ dx(∂u/∂t)(∂u/∂x). One can see that

Eq. (9.29) is invariant under the space inversion, x → −x, while the current
J changes its sign under this transformation. Thus, if the topological charge
Q of a solution u(x, t) (where Q is defined by Q = [u(−∞, t) − u(∞, t)] /as)
is zero, Q = 0, then the time-averaged energy current for the such solution
vanishes exactly, 〈J(t)〉 = 0. On the other hand, in the case when the system
has a nonzero number of geometrical kinks owing to the boundary conditions,
Q �= 0, the current will vanish only if both the substrate potential and the
driving are symmetric, i.e. if Vsub(u) satisfies the condition (9.2) and F (t)
satisfies the condition (9.4). Indeed, the system is characterized by the kink-
antikink symmetry in this case (also due to harmonic interparticle interaction
in Eq. (9.29)) and, therefore, it is invariant under the combined transforma-
tion x → −x and u → −u + Qas, which does not change the topological
charge of the system.

Both analytical and numerical results based on the collective coordinate
theories suggest [765] that, especially in the underdamped limit the internal
(or shape) mode of the kink has to be taken into account, thus the effect can
not be reduced always to a single-particle problem.

9.3.2 Rocked Ratchets

Thus, if any of the symmetry conditions, either the reflection symmetry (9.2)
of the substrate potential, or the shift symmetry (9.4) of the a.c. driving is
violated, one should expect a nonzero average current (provided there are
no other hidden symmetry). For example, for the co-sinusoidal substrate po-
tential and the driving given by Eq. (9.28), the current should be nonzero if
both A1 and A1 are nonzero and φ �= 0 or π. Numerical simulation by Flach
et al. [764] (see Fig. 9.7) confirmed that these predictions are correct even for
nonzero damping case (with decreasing of η the zeros of J will approach the
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Fig. 9.7. Time-averaged energy
current J vs. the phase shift
φ for the ratchet (9.28), (9.29)
with one kink (Q = 1) and the
parameters A1 = A2 = 0.2, Ω =
0.1 and kBT = 0.01. Dotted
curve is for η = 0.01, solid curve,
for η = 0.05, and dash-dotted
curve, for η = 0.2 (in the latter
case the curve was scaled in five
times to make it visible) [764].

φ = 0, π positions). Moreover, we see that the current changes its sign with
variation of the phase shift φ, so that one can manipulate by the direction of
the energy current by changing φ.

Another way to get a directed kink transport is to break the reflec-
tion symmetry (9.2) of the substrate potential. This case was considered
by Costantini et al. [766]. The authors studied kink motion for the model
(9.29) with the ratchet substrate potential (9.1) driven by the additive pure
oscillating force (9.21) at zero temperature (δF (x, t) ≡ 0). It was found that
in the overdamped limit the average kink velocity scales as 〈vk〉 ∝ A2 [note
that at zero temperature the directed kink motion should appear above a
some threshold value of the driving force, A > A0(Ω)]. To explain such a
dependence, Costantini et al. [766] noted that the shape of total potential
Veff(u) = Vsub(u) − uF (t) experienced by kink, oscillates with the driving
frequency. Thus, so should do the kink’s effective mass as well, and the am-
plitude of kink’s mass oscillation is δm/m ∝ A (notice that for the symmetric
substrate potential we have δm/m ∝ A2). Then, due to asymmetry of the
ratchet potential, a kink with the positive velocity, i.e. for F (t) > 0, should
be more massive (and slower) than the kink with the negative velocity; hence,
in average we have 〈vk〉 ∼ 〈δ [F/ηm(t)]〉 ∝ (A/ηm2) δm ∝ A2.

In the overdamped limit, e.g. for η > 10, the simulation has shown
that the kink velocity scales with the damping coefficient η as 〈vk〉 ∝ η−5.
Such a dependence may be explained as appearing due to nonadiabatic ef-
fects because of a delay of kink’s shape response to the driving frequency
Ω, e.g., if δm(Ω)/δm(0) ∼ [

1 + (ηΩ)2
]−2. When the damping decreases

further, the kink velocity reaches a maximum (at η >∼ 0.1) and then de-
creases again as shown in Fig. 9.8. The authors related this effect to the
relativistic nature of the kink dynamics, which follows from the relation
〈vk〉 ≈ 〈v(t)/√1 + [v(t)/c]2〉 with v(t) = F (t)/ηm(t).

In the underdamped limit, η � 1, the curves of Fig. 9.8 approach a plateau
as η decreases below a characteristic value of the order of Ω. This effect was
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explained as appearing due to phonon radiation. Indeed, at extremely low
η the kink will reach relativistic velocities for any small driving. Then, the
relativistic decreasing of kink’s width will result in strong phonon radiation
due to discreteness effects, so that the effective damping coefficient ηeff = η+
ηph experienced by kink, becomes almost independent on η. At low damping
and high enough frequency of the driving (Ω > 0.2), the solitonic ratchet
exhibits the current reverse phenomenon (see Fig. 9.8 for the Ω = 0.5 case).
This interesting effect opens the way of manipulating kink’s motion by a.c.
forces.
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Fig. 9.8. Average kink velocity
〈vk〉 versus the damping coeffi-
cient η on the ratchet potential
(9.1) for the the a.c. force with the
amplitude A = 0.3 and different
values of the frequency Ω [766].

Finally, the dependence of the kink velocity on the driving frequency Ω
demonstrates a strong resonance effect as shown in Fig. 9.9. To explain it
appearance, note that the ratchet potential (9.1) with the parameters µ =
−1/4 and ϕ = π/2) admits the existence of kink’s shape mode with the
frequency ωB ≈ 0.8ωmin ≈ 1.0562 < ωmin. This frequency almost exactly
matches with the resonance frequency observed in simulation, Ω ≈ ωB . It is
interesting to recall that for the SG kink, the resonance was found to occur
at Ω ≈ ωB/2 (see Sect. 8.11).

The same model has also been studied by Salerno and Quintero [767] with
similar numerical results (although the interpretation was different: the au-
thors claim that the directed transport emerges owing to nonzero damping η
which mixes the translational and internal (or shape) modes of the kink; how-
ever, this contradicts the Costantini et al. results shown in Fig. 9.8). Salerno
and Quintero [767] have shown also that the kink ratchet behavior is quite
robust and survives at T > 0 as well. Finally, notice that the efficiency of
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Fig. 9.9. Average kink ve-
locity 〈vk〉 (times η) versus
Ω on the ratchet potential
(9.1) for different values of
the damping coefficient η
for the a.c. force amplitude
A = 0.3. Inset: the ex-
tremely underdamped case
η = 10−3 in the adiabatic
regime of small Ω [766].

the such rachet machine is rather low, the oscillation-induced directed kink
current is never even comparable with that achieved under the action of the
d.c. force of the same amplitude.

When the reflection symmetry (9.2) of the substrate is broken, then the di-
rected kink transport can be achieved by solely stochastic force δF (x, t), pro-
vided it corresponds to a color noise, e.g., 〈δF (x′, t)δF (x, 0)〉 = 2ηkBTδ(x′ −
x) g(t), with the correlator g(t) �= δ(t) [763]. Indeed, let in the unperturbed
system (i.e. in the absence of the external force) the kink shape is described
by a function uk(x − X), where X(t) is the coordinate of its center. Recall
that the kink shape depends on the form of the substrate potential through
Eq. (3.47) of Sect. 3.3. Then, using a simple collective-coordinate approach
(based on the energy conservation arguments) in the nonrelativistic limit
(e.g., for the overdamped case, η � ω0), Marchesoni [763] has shown that
the kink’s center coordinate is governed by the equation

mẌ +mηẊ = Fg + ξ(t), (9.30)

where m is the kink mass, ξ(t) corresponds to a Gaussian noise, and the net
force Fg is given by

Fg = −2(kBT/m)
∫ ∞

0
dτ ′ g(τ ′)h(τ ′) (9.31)

with
h(τ ′) ≈

∫ ∞

−∞
dxuk,x(x, 0)uk,xx(x, τ ′). (9.32)

One can check that if the system symmetry is restored, either when the
stochastic force corresponds to the white noise [for g(t) = δ(t) we have Fg ∝
h(0) ∝ u2

k,x(x)|+∞
−∞ = 0], or when the substrate potential is symmetric [for

Vsub(−u) = Vsub(u) we have h(τ ′) = 0 due to uk,x(x, t) = uk,x(−x, t) and
uk,xx(x, t) = −uk,xx(−x, t)], then the net force is zero, Fg = 0. In any other
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case, however, Fg �= 0 generically, and the kink drifts with the average velocity
〈Ẋ〉 = Fg/mη in the direction determined by a given shape of Vsub(x).

For the correlated noise with the correlator g(t) = (1/2τc)e−|t|/τc , we can
find that Fg ∝ τc for τc → 0 (the white-noise limit) and Fg ∝ τ−1

c for τc → ∞.
Thus, there exists an optimum value of τc (which depends on the particular
shape of the substrate potential) when the current is maximum.

9.3.3 Pulsating Ratchets

For the system of interacting atoms with the parametric driving (9.13), the
following new effect emerges: as was demonstrated by Floŕıa et al. [755], the
directed motion may exist solely due to the interaction, i.e. at T = 0. The
mechanism of its operating is shown schematically in Fig. 9.10 for a simple
case of the “on-off” ratchet, i.e. when F (t) in Eq. (9.13) takes the values
F (t) = −1 (the potential is “off”) and F (t) = 0 (the potential is “on”).

Fig. 9.10. Schematic of the zero-temperature solitonic “on-off” pulsating ratchet
(compare with the T > 0 flashing ratchet in Fig. 9.4). The collective interaction
between atoms produces a net flow when the asymmetric substrate potential is
switched off and on. The atom mainly responsible for the flow in this cycle is
highlighted. The dotted line marks the center of mass of the unit cell (three atoms
per two periods of the potential) at t0 and t0 +τ to see the one-cycle advance [755].

As an example, Floŕıa et al. [755] considered the overdamped determin-
istic motion of the chain in the potential

U ({ul}) =
∑

l

{[1 + F (t)]V (ul) + Vint(ul+1 − ul)} , (9.33)

where V (x) has an asymmetric shape and Vint(x) is a convex function (e.g.,
the harmonic interaction Vint(x) = 1

2gx
2). Under a rather general conditions

this model allows a rigorous qualitative and even quantitative analysis.
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Indeed, let V (x) be the periodic function with the period as and the
height K with one maximum and one minimum per period, the maximum
being located at x = 0 and the minimum, at x = a∗ = 1

2as + ras, where r
characterizes the asymmetry of the ratchet potential (r = 0 for the symmetric
substrate potential). Then, let F (t) be the periodic function with the period
τ = τon + τoff (the potential is on during the time τon and it is off for the
time τoff), and assume that the times τon, τoff are long enough so that the
chain can reach the equilibrium state. Under these assumptions, the chain’s
state is uniquely determined and rotationally ordered.

When the potential is off, the chain takes the equidistant configuration,
ul = laA+X1, where X1 describes the center of mass (c.o.m.) position and aA
is determined by the atomic concentration θ = as/aA [or the window number
w = aA(mod as)] for the case of periodic boundary conditions. Let the time
moment t0 corresponds to the end of the potential-off semi-cycle. During the
potential-on semi-cycle, t0 < t < t0 + τon, the atoms will move to the nearest
minima of the substrate potential. Then, during the next potential-off semi-
cycle, the chain again takes the equidistant configuration, but now with the
c.o.m. coordinate X2. Thus, the chain advances the distance ∆X = X2 −X1,
and the current is given by J = ∆X/τ .

For rational values of the density, θ = s/q (s and q are irreducible in-
tegers), there is a well defined 1D map Xn+1 = M(Xn) with the follow-
ing properties: (i) M is non-decreasing (if r > 0), (ii) M is step-periodic,
M(X + 1/s) = M(X) + 1/s, and (iii) |M(X) − X| ≤ C < 1. The asymp-
totic flow J is then given by J = limn→∞ [Mn(X) −X] /n, and it does
not depend on the initial conditions. In the limit of very strong pinning,
K → ∞, the chain configuration at the end of potential-on semi-cycle is
given by ul = a∗ + as int(lw+α), where int(x) denotes the integer part of x,
w is the window number, and α is an arbitrary phase. Thus, the map M(X)
in this limit is explicitly given by M(X) = [r + 1/(2s)] as for 0 ≤ X < as/s
[for other values of X one can use the step-periodicity (ii)], and the flow is
J = (as/s) int(sr + 1/2). For irrational window numbers w, and the incom-
mensurate limit we have J = ras which is independently on w. Thus, the
incommensurate structures display the ratchet collective effect in the limit of
strong pinning for any asymmetric substrate potential, r �= 0.

The results of numerical calculation are presented in Fig. 9.11. As ex-
pected, at a fixed w, the flow decreases with K, because intermediate pinned
structures become less asymmetric. Analogously to the high pinning case, the
incommensurate limit seemingly defines a continuous function J(w) as shown
on the left panel in Fig. 9.11. At commensurate values of w the flow shows
point discontinuities (the right panel of Fig. 9.11), and the J(w) dependence
has a “crest” behavior.
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Fig. 9.11. Current J/as

vs. the window number
w for the asymmetric
substrate potential with
r = 0.11 and different K.
Left: J(w) for irrational w
and, from top to bottom,
K = ∞, 6, 5, 4.5, 4, 3, 2, 1
and 0.5. Right: incom-
mensurate densities for
K = ∞, 4 [755].

9.4 Experimental Realizations

One of the most accessible realization of a solitonic ratchet was demonstrated
by using the Josephson junctions. Recall that in this case the JJ current cor-
responds to the driving force, and the measured voltage, to the kink velocity.

A realization of the one-kink ratchet scheme, based on a continuous 1D
long Josephson junction of annular shape, has been proposed by Goldobin
et al. [768]. An effective ratchet potential for the fluxon emerges by applying
an external magnetic field and choosing a properly deformed shape of the
junction, or by a deposition of a suitably shaped “control line” on the top
of the junction in order to modulate the magnetic flux through it as shown
in Fig. 9.12 [769, 770]. The experimentally measured voltage for this type of
device is shown in Fig. 9.13. Depending of the amplitude of oscillating forcing
Ia.c., the fluxon may be pinned (region I in Fig. 9.13), exhibit a directed
motion (region II), or follow the external driving force at large amplitudes

I I
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Control l i ne
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Fig. 9.12. (a) A long annular
Josephson junction with a con-
trol line generating a sawtooth-
like magnetic field. (b) The ef-
fective potential experienced by
a fluxon trapped in the junc-
tion when the control current is
turned on [770].
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Fig. 9.13. Oscilloscope time traces of forcing current and measured voltage for
the Josephson junction of Fig. 9.12(a) with the asymmetric ratchet potential of
Fig. 9.12(b) (the asymmetry parameter r = 0.62) in the adiabatic regime (Ω = 100
Hz) for the overdamped system (T = 6.5 K) for amplitude of forcing signal in three
regions: Ia.c. < 25 µA (I), Ia.c. ∼ 35 µA (II), and Ia.c. > 50 µA (III) [770].

of driving (region III). Such a diode effect was also observed for stochastic
(colored) forcing as well. Moreover, when the temperature is decreased up to
T = 4.2 K, the system comes into underdamped regime, and the “current
reversal” effect is observed [771].

Then, Falo et al. [772] proposed to use a parallel array of JJ’s with alter-
nating critical currents and junctions’ areas to model the discrete FK chain.
In this system the effective substrate potential for fluxons can be chosen
ratchet-shaped. The experimental realization of such type of device has been
done by Trias et al. [773].

Finally, we would like to mention a realization of the rocked ratchet
scheme proposed by Lee et al. [774]. Here a ratchet potential was proposed to
construct by modulation of the thickness of the superconducting film. Then,
the application of an alternating current to a superconductor can induce
a systematic directed vortex motion. Thus, by an appropriate choice of the
ratchet-shaped pinning potential, the rocking ratchet scheme can be exploited
to remove unwanted trapped magnetic flux lines from the thin superconduct-
ing film. Quantitative estimates show that thermal fluctuations are practically
negligible in this application of the rocking ratchet model.



10 Finite-Length Chain

When the interatomic potential is attractive a chain of a finite number of
particles can exist in a stable state. Then we can study both the ground state
and the dynamics of such a finite-length chain of a fixed number of particles.
This kind of problem has applications in surface diffusion and the physics of
atom clusters. This short chapter is devoted to some of these problems.

10.1 General Remarks

When the interatomic potential Vint(x) has an attractive branch, a finite FK
chain, i.e. a chain consisting of N interacting atoms on a substrate potential,
can exist in a stable state. For such finite-length chains the following two
interesting questions emerge:

1. The ground state of the model. This question is important, e.g., in inves-
tigation of crystal growth;

2. The mobility of finite chains. In particular, this is interesting for study
of surface diffusion of adsorbed clusters.

For the standard FK chain with Vint(x) = 1
2g (x − amin)2 and Vsub(x) =

(1 − cosx), a finite-length system is characterized by three parameters, N ,
g, and amin (we recall that, in our system of units, ma = 1, as = 2π and
εs = 2). The variation of the parameter amin can be restricted by the interval
π ≤ a ≤ 2π, because the potential energy (5.10) does not change provided
the transformation of the equilibrium distance, amin → ±amin + 2π, and the
positions of the atoms, xl → ±xl + 2πl, are done simultaneously.

Introducing the displacements ul in the standard way, xl = las + ul, we
obtain the motion equations of a finite chain in the following form,

ü1 + sinu1 − g (u2 − u1 − asP ) = 0, (10.1)

ül + sinul − g (ul+1 − 2ul + ul−1) = 0, 2 ≤ l ≤ N − 1, (10.2)

üN + sinuN + g (uN − uN−1 − asP ) = 0, (10.3)

where u̇ ≡ du/dt, and the misfit parameter P ≡ (amin/as − 1) is considered
within the finite interval −1/2 ≤ P ≤ 0. The equations can be easily extended
to include the effects of anharmonic interaction [775].
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A new feature which is inherent in a finite chain, is that it is always
pinned, the activation energy Ea for the chain translation is always positive.
For example, even for the chain of rigidly coupled atoms, g = ∞, the value
Ea is equal to [176]

Ea = 2
| sin (Namin/2)|

sin (amin/2)
, (10.4)

so that it vanishes only for the isolated values amin = a∞
n , where

a∞
n = 2π − n(2π/N), n = 1, 2, . . . , int(N/2). (10.5)

For odd N values the finite chain exhibits an analog of Aubry transition,
when the minimum frequency of the vibration spectrum vanishes. However,
the sliding (Goldstone) mode does not exist in the finite chain.

10.2 Ground State and Excitation Spectrum

10.2.1 Stationary States

The stationary-state configurations of the chain follow from solutions of the
system of equations (10.1)–(10.3), where we have to put ül = 0 for all l. In
a general case, this system can be solved numerically only. The method of
solution [776, 777] consists in reducing the set (10.1) to (10.3) to a single
nonlinear equation for one variable, say u1, which then is solved numerically
within the interval −π < u1 ≤ π.

To classify different stationary solutions {x(0)
l }, it is necessary to perform

the normal-mode analysis, i.e. to find eigenvalues λn of the elastic matrix
A ≡ {All′}, All′ =

(
∂2H/∂xl∂x

′
l

)
xl=x

(0)
l

,

Aũ(n) = λnũ(n), (10.6)

where ũ is the N -dimensional vector, ũ = {ũl}, and ũl = xl − x
(0)
l is the

atomic displacement away from the stationary state. The symmetric matrix
A can be reduced to a diagonal form with the help of a unitary matrix T,

A = TBT−1, B ≡ {Bmn}, Bmn = λnδmn, (10.7)

ũ(n) = Tv(n), v(n) ≡ {v(n)
m }, v(n)

m = vnδmn. (10.8)

Then, close to a stationary state, the total potential energy U of the chain
converts to the canonical form,

U � EGS

({
x

(0)
l

})
+

1
2

N∑

n=1

λnv
2
n. (10.9)

From the physical viewpoint, only the following stationary states are of
interest: the minima of the potential energy (λn > 0 for all n), and the
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saddle points with one eigenvalue being negative, and others, positive (λ1 <
0 < λ2 < . . . < λN ). The neighboring local minima can always be connected
by a saddle trajectory, i.e. by a curve which passes through the saddle point
and is determined by solution of the following system of differential equations,

∂xl
∂τ

= − ∂U

∂xl
, l = 1, 2, . . . , N, (10.10)

where τ is a parameter along the trajectory. The saddle trajectory is the
curve of steepest descent; at the stationary points the direction of the saddle
trajectory is defined by the eigenvector ±ũ(1) corresponded to the minimum
eigenvalue λ1.

The stationary state of the system with the lowest potential energy is the
ground state. Evidently, the ground state of the finite FK chain is infinitely
degenerated since the substitution xl → xl + 2π transforms one ground state
to the neighboring one. We will call the “adiabatic” trajectory the saddle
trajectory which connects the neighboring ground states of the system. Every
state of the system on the adiabatic trajectory can be associated with a unique
parameter, the coordinateX, defined asX =

∑N
l=1 xl according to Bergmann

and co-workers [146]. Thus, the potential energy of the system is described
by the function

E(X) = U ({xl})xl∈adiab. tr. , (10.11)

which is periodic with the period

b = 2πN. (10.12)

If two ground states can be connected by several different saddle trajectories,
the trajectory with the minimum value of activation energy Ea, defined as

Ea = max[E(X)] − min[E(X)], (10.13)

should be taken as the adiabatic trajectory.
As the system moves along the adiabatic trajectory, the kinetic energy of

the chain, K = 1
2ma

∑N
l=1(∂xl/∂t)

2, takes the form

K =
ma

2

N∑

l=1

(
∂xl
∂X

∂X

∂t

)2

=
m

2

(
∂X

∂t

)2

, (10.14)

where the effective mass of the chain is equal to

m(X) = ma

N∑

l=1

(
∂xl
∂X

)2

. (10.15)

Using the definition (10.15), it is easy to show that

m �
{

1 if g → 0,
1/N if g → ∞.

(10.16)
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Finally, it can be shown [176] that near a stationary state (the minimum-
energy state or a saddle state) with a coordinate Xs, the potential energy of
the system can be represented as

E(X) � E(Xs) ± 1
2
mω2

s(X −Xs)2, (10.17)

where
ω2
s = ±λ1 > 0. (10.18)

In what follows we will use the following notations. Let us numerate the
minima of the external potential in such a manner that the first atom of the
chain occupies the potential well with the number 1, and the last (N -th) atom,
the well with the number M . Then, we can designate different stationary
states of the system by the integer n = N−M , and additionally by the index
“s” for symmetric or “a” for asymmetric states (see Fig. 10.1). Moreover, to
distinguish the states corresponding to local minima of the potential energy
from the saddle ones, we will highlight the former by underscoring (〈n

¯
〉), and

the latter, by overscoring (〈n̄〉). Evidently, at amin = 2π the state 〈0
¯
〉s always

corresponds to the ground state. As the parameter amin decreases, the GS
configuration is changed in the following consequence,

〈0
¯
〉s → 〈1

¯
〉 → 〈2

¯
〉 → . . . → 〈n

¯
∗〉, (10.19)

where

n∗ = int
[
(N − 1)

2

]
. (10.20)

<0>
s

<1'>
a

<1>
a

<1>
s

<2>
a

<2>
s

Fig. 10.1. Stationary-state configurations of the finite FK chain with N = 5 [176].
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10.2.2 Continuum Approximation

If g � 1 andN � 1, we may use the continuum limit approximation, las → x,
ul → u(x), so that Eqs. (10.1)–(10.3) reduce to the pendulum equation

d2u

dx̃2 = sinu, (10.21)

where x̃ = x/d and d = as
√
g. A periodic solution of Eq. (10.21) has the form

[see Eq. (1.21)]

u(x̃) = π + 2 sin−1 sn(−σ(x̃− β)/k, k), (10.22)

where σ = −signP , and k is the modulus, 0 < k ≤ 1. Recall that Eq. (10.22)
describes a regular sequence of kinks (if σ = +1) or antikinks (for σ = −1)
of width deff = kd separated by the distance R,

R = d 2kK(k) (10.23)

(in dimensionless units d̃ = 1 and R̃ = 2kK(k)). In what follows we assume
that the point x̃ = 0 is at the center of the chain.

For the finite chain of length L = Nas the solution (10.22) can be char-
acterized by an integer n,

n = int(L/R), (10.24)

which is equal to the number of kinks in the finite chain. In our notations
this state is denoted as 〈n〉. From symmetry reasons, for odd n, n = 1, 3, . . .,
the solution should describe the state with a kink situated at the center of
the chain, so that we have to put β = 0 in Eq. (10.22). Otherwise, for even n,
n = 0, 2, . . ., we have to take β = kK(k), so that at the middle of the chain
the density of excess atoms ρ(x) = −(1/as)du/dx takes its minimum.

The modulus k in Eq. (10.22) should be determined by the free-end bound-
ary conditions, du/dx̃|

x̃=± 1
2 L̃

= Pd [see Eq. (5.106) in Sect. 5.3.1], which now
leads to the relation

dn

(
L̃

2k
, k

)
=
{

2
√

1 − k2/k|P |d if n = 0, 2, . . .,
1
2k|P |d if n = 1, 3, . . .

(10.25)

From Eq. (10.25) it follows that k should lie within the interval

[
1 +

(
1
2
Pd

)2
]−1/2

< k < min

[
1,
(

1
2
|P |d

)−1
]
. (10.26)

Therefore, for given values L, g, and amin Eq. (10.25) has solutions for a
finite set of k values, k = kn, where nmin < n < nmax [778]. All the solutions
correspond to metastable and unstable configurations except the one with
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n(GS) and k
(GS)
n which corresponds to the ground state and provides the

absolute minimum of the potential energy of the finite chain.
The changing of the GS configuration with increasing of the misfit |P | at

fixed values of L and g is shown schematically in Fig. 10.2. Evidently, at P = 0
the state 〈0〉 with k(GS) = 1 is the GS [see Fig. 10.2(a)]. As |P | increases,
the structure of the ground state changes passing consequently through the
configurations 〈0〉 → 〈1〉 → . . . → 〈n∗〉. Such a behavior may be qualitatively
explained in the following way. Let us interpret the free end of the chain as
a “fraction” of a kink [779], and recall that kinks repel each other. When |P |
increases from zero up to a value P1 (P1 > PFM , P1 → PFM ≡ 2/π2√g as
N → ∞), the energy of the state 〈0〉 increases due to repulsion of its free ends,
see Fig. 10.2(b). At |P | = P1 the energy of creation of an additional kink,
εk, becomes equal to zero, and at P1 < |P | < P2 (where εk < 0) the state
with one kink is the GS since the creation of a second kink is energetically
unfavorable due to kink-kink repulsion [see Figs. 10.2(c) and 10.2(d)]. With
further increasing of |P | within the interval P2 < |P | < P3 the state with
two kinks becomes the GS [see Fig. 10.2(e)], and so on up to the state 〈n∗〉.
The value Pn corresponded to the transition from the GS 〈n − 1〉 to the
GS 〈n〉, may be determined from the condition nR = L, which leads to the
relation [176]

(Pnd)2
(
|Pn| − n

N

)1/2
=
( n

2N

)1/2
(10.27)

which, however, is valid provided |P |d � 1 only.
The kink’s terminology used above, is useful as long as a kink can be

“inserted” into the chain, i.e. whenever g � g∗, where the value of g∗ is
determined from the condition 2d = L, so that

g∗ =
1
4
N2. (10.28)

Otherwise, i.e. at g � g∗, the atomic chain can be approximately considered
as a chain of rigidly coupled atoms.

10.2.3 Discrete Chains

The discrete FK chain can be investigated numerically only [176, 776, 780,
781] except the simplest cases of N = 2 and N = 3 [176]. Many qualitative
features described above in the continuum limit approximation, are preserved
for the discrete chain too, at least for large enough values of the parameter g.
A new feature appearing in the discrete chain, is the existence of an intrinsic
pinning caused by the PN potential. This results in that the finite FK chain
is always pinned (Ea > 0) for any g �= ∞, due to pinning of the chain’s free
ends [458].

When N is even as well as when N is odd but n is even, the GS configu-
ration is symmetric (e.g., see the configurations 〈0〉s and 〈2〉s in Fig. 10.1). A
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Fig. 10.2. Density of excess atoms ρ(x) = −ux(x)/as in the GS of the finite
chain for fixed g and L and different values of the misfit P within the interval
−1/2 < P ≤ 0.

more complicated is the case when both N and n are odd. In this case the GS
is symmetric for large enough g values, g > gA, and the configuration 〈n〉s has
a kink exactly at the middle of the chain; this kink is kept on the top of the
PN potential by repulsive forces from the free ends (if n = 1) or other kinks
(when n = 3, 5, . . .). In this state the middle atom is in a top position (see
the configuration 〈1〉s in Fig. 10.1). As the interatomic potential decreases
below a critical value gA, the kink-kink repulsive interaction becomes insuf-
ficient to keep the top configuration, and the energy of the chain is reduced
by the central atom slipping away from the maximum of Vsub(x). Thus, the
state 〈n〉s becomes the unstable (saddle) state, while the new GS is asymmet-
ric and double degenerated (e.g., the state 〈1〉a in Fig. 10.1). This breaking
symmetry transition may be interpreted as the “finite-Aubry” transition by
breaking of analyticity [490].
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Besides the ground state, there exist metastable configurations, the num-
ber of which increases approximately linearly with the length of the chain,
i.e., the density of configurational excitations is approximately constant [490].
The number of metastable states is greatly increased for g < gA. Computer
simulation shows that the energy difference per atom between the GS and the
highest-energy metastable state is nearly constant. The average separation of
particles aA in the metastable configurations covers a range of values below
and above the GS value, the interval of allowed aA values decreases to zero
as g → ∞.

10.2.4 Vibrational Spectrum

Each stable configuration 〈n〉 has its own spectrum of linear excitations which
consists of N frequencies determined by the eigenvalues λj of Eq. (10.6),

ω2
j = λj , j = 1, 2, . . . , N. (10.29)

This spectrum may be explained with the help of the quasiparticle-gas ap-
proach. First, it consists of (N−n) phonon frequencies which form the phonon
zone (ω0, ωmax). Note, however, that two of these modes split out from the
bottom of phonon zone and are transformed into the localized “end” (or “sur-
face”) modes with frequencies which are separated from the phonon branch
by a gap [779].

When n �= 0, the n modes are taken away from the phonon zone and are
transformed into n Goldstone (or PN for the discrete chain) kink modes. Due
to interaction between kinks, these modes form their own spectrum. Recall
that for an infinite chain in the IC state the kink collective modes form a
spectrum with the acoustic dispersion law [see Eq. (5.74)],

ω(κ) = csκ, (10.30)

where κ ≤ πas/R, R being the mean distance between kinks, and cs is deter-
mined by Eq. (5.75). For the finite chain this spectrum consists of n discrete
frequencies, and the wave vector κ in Eq. (10.30) is limited from below by the
chain size, κ ≥ πas/L. Therefore, the collective kink modes have a minimum
value ωG � csπas/L. A more accurate calculation gives the expression [778]

ωG �
√

1 − k2

k
sn
(
π
√
g

N

kK(k)
E(k)

, k

)
. (10.31)

For a stable configuration the frequency of the lowest vibrational mode
ωG is always positive except the case when the configuration becomes un-
stable with changing model parameters. For example, for the “finite-Aubry”
transition with decreasing of g at the point g = gA the GS configuration
〈n
¯
〉s splits into three configurations: the saddle configuration 〈n̄〉s and two

new GS configurations 〈n
¯
〉a,left and 〈n

¯
〉a,right which are the mirror images of
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one another. Clearly that at the point g = gA the gap in the vibrational
spectrum vanishes, and the chain has a soft mode (ωG = 0) corresponding
to its instability [490]. As was shown by Braiman et al. [782, 783], near the
transition the minimum frequency behaves as

ωG ∝ |g − gA|1/2. (10.32)

At low g the discrete FK chain has “chaotic” configurational excitations,
the metastable states with randomly pinned kinks. As was shown by Martini
et al. [779], vibrational spectrum of these states is approximately continuous.

Besides linear excitations, the infinite FK chain has essentially nonlinear
excitations, or breathers. Recall that in the discrete FK chain these exci-
tations have a finite lifetime owing to radiation damping (see Chapter 4).
Similar excitations exist in the finite FK chain as well, but now they emerge
only when the energy of excitation exceeds some threshold energy εc, where
εc → 0 when N → ∞ [784]. An interesting nonlinear excitation which is
specific for a finite chain, is the “end” nonlinear mode [785, 786] which may
be represented as a half of the breather, the center of which is kept at the
chain’s end. This excitation describes the oscillation of a kink near the chain
end, such that at each reflection from the free end, the kink is transformed
into the antikink, then again into the kink, etc. In the P = 0 case the non-
linear end-mode is described in the continuum limit approximation by the
equation [785]

u(x̃, t) = 4 tan−1
[( κ
k′
)1/2

sn(βτ, κ) dn(αx̃, k)
]
, (10.33)

where τ is the dimensionless time, k′ =
√

1 − k2, κ′ =
√

1 − κ2, α = [1 +
(k′)2 +(k′/κ)(1+κ2)]−1/2, β = α(k′/κ)1/2, the parameter κ is determined by
the chain length, L̃ = K(k)/α, while the modulus k determines the frequency
of the end mode,

ω = πα
√
k′ [2

√
κK(κ)

]−1
. (10.34)

The mode (10.33) exists as far as the energy of excitation ε lies in the interval
εc < ε < ε′

c, where
εc = πEk/2L̃, (10.35)

ε′
c = EkE(λ)K(λ)/L̃, (10.36)

Ek = 8
√
g being the kink energy, and the parameter λ is determined by the

equation
K(λ) (1 +

√
1 − λ2) = L̃, (10.37)

so that at L̃ � 1 it follows ε′
c � Ek(1 − 4e−L̃) � Ek. The condition ε < ε′

c

follows from the requirement that the amplitude of kink oscillations should
not exceed a half of the chain length.
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10.3 Dynamics of a Finite Chain

10.3.1 Caterpillar-Like Motion

When the energy of excitation ε exceeds the second threshold energy ε′
c,

two nonlinear end modes (10.33) overlap at the middle of the chain and are
transformed into one united mode [785]

u(x̃, τ) = 4 tan−1
[
(κ′/k′)1/2 dn(αx̃, k) sn(βτ, κ)/cn(βτ, κ)

]
, (10.38)

where now α = [(1−k′/κ′)(1−k′κ′)]−1/2, β = α(k′/κ′)
1
2 , and the parameters

κ and k are determined by the relationships L̃ = K(k)/α and ε = EkE(k)α.
The solution (10.38) describes oscillations of a kink between two free ends
with the frequency

ω = πα(k′/κ′)1/2/K(κ). (10.39)

At each reflection of the kink from a free end, the kink is transformed into
the antikink, and the end atom is shifted to the right on the value 2as. So,
for one period T = 2π/ω of kink travelling along the chain, the kink runs to
the right, reflects from the right free end transforming into the antikink, then
the antikink runs to the left and reflects from the left free end transforming
back to the kink, then it again runs to the right, etc. During this cycle the
chain as a whole is pulled over the distance 2as to the right. Thus, the chain
moves with the mean velocity

v = 2as/T = asω/π. (10.40)

This motion looks like a crawling caterpillar. A similar motion was observed
by Stoyanov [787] in computer simulations, and for a weak-coupling limit of
the standard FK model it was studied by Braiman et al. [788, 789] have
shown also that the collision of the kink with the chain’s free end is accom-
panied with a strong radiation, so that the kink reflection is observed for stiff
enough chains, g ≥ 1, while for the case of a weak interatomic interaction,
g < 1, the kink disappears when it reaches the chain’s end.

In the notations introduced above, the caterpillar motion proceeds along
the trajectory

. . . → 〈0〉 → 〈1〉 → 〈0〉 → 〈−1〉 → 〈0〉 → 〈1〉 → . . . (10.41)

Note that this motion takes place in the special case of g � 1 and P = 0,
when the PN relief and the damping of kink’s motion can be neglected, and
also the kink and antikink creation energies are equal one another. For a
general case the caterpillar motion is carried out along the trajectory

. . . → 〈n〉 → 〈n+ 1〉 → 〈n〉 → 〈n− 1〉 → 〈n〉 → 〈n+ 1〉 → . . . (10.42)

and may be described in a similar way except that the kink (antikink) is to
be replaced by a superkink (super-antikink). Note also that the caterpillar
motion requires the threshold (activation) energy Ea which is equal approx-
imately to the kink (superkink) creation energy Ek (or Esk).
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10.3.2 Adiabatic Trajectories

The adiabatic trajectory links one ground state 〈n
¯
〉 with a coordinate Xi

and the neighboring GS with Xf = Xi + b, and passes through saddle and
metastable states 〈n + 1〉 or 〈n − 1〉 depending on which of the trajectories
requires less activation energy. In the limiting cases g = 0 or g = ∞ the calcu-
lation of characteristics of this trajectory is trivial [176]. Here we describe the
results of numerical study for an arbitrary N and 0 < g < ∞ [780, 781, 176].

Recall that the ground state 〈0
¯
〉s should be transformed into the states

〈1
¯
〉, 〈2

¯
〉, . . . , 〈n

¯
∗〉 when the parameter amin is reduced. Therefore, we can define

regions O0, O1, . . . , On∗ on the parametric plane (amin, g) such that in the
region On the state 〈n

¯
〉 is the ground one. For example, for N = 4 the region

O0 (with the ground state 〈0
¯
〉s) consists of the regions a–c in Fig. 10.3, and the

region O1 (with the ground state 〈1
¯
〉s) involves the regions d–i. The regions

On−1 and On are separated by the curve [an] (see curve [a1] in Fig. 10.3),
where the value an is equal to that value of amin which satisfies the equation
E (〈n− 1〉) = E (〈n

¯
〉), so that the region On is determined by the inequality

an+1 < amin < an. The curve [a1] is defined by the FvdM limit,

g[a1] �
{

(amin − π)/2π if g � 1,
(4/π)2/(2π − amin)2 if g � 1, (10.43)

while the curves [an] for n ≥ 2 are determined by Eq. (10.27) for g � 1
and converge to the curve (10.43) for g � 1 because the energy of kink-kink
repulsion is exponentially small for small g.

Every region On is in turn divided by the curve [ãn] (see curve [ã1] in
Fig. 10.3) into two subregions, the “right” one, O−

n (ãn < amin < an), where
the motion is carried out along the trajectory

〈n
¯
〉 → 〈n− 1〉 → 〈n

¯
〉, (10.44)

and the “left” subregion, O+
n (an+1 < amin < ãn), where the adiabatic tra-

jectory passes through the state 〈n+ 1〉,

〈n
¯
〉 → 〈n+ 1〉 → 〈n

¯
〉. (10.45)

For N = 4 the region O−
n involves subregion d–f in Fig. 10.3, and the re-

gion O+
1 consists of subregions g–i. According to the definition of adiabatic

trajectory, the curve [ãn] is determined by the condition that the activation
energies for the two trajectories, Eq. (10.44) and Eq. (10.45), are equal one
another. Note that the straight line amin = 2π corresponds to the curve [ã0],
and the straight line amin = π coincides with the curve [an∗+1] for even N ,
and with the curve [ã∗

n] for odd N .
In the region O0 there is the curve [1s] (see Fig. 10.3), to the right of which

(i.e. at a[1s] < amin < 2π) the state 〈1〉s is the saddle one, and to the left of
which the state 〈1〉s corresponds to a local minimum of the system energy.
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Fig. 10.3. Plane of system parameters (amin, g) for the FK chain with N = 4.
Definition of curves see in text. The letters a–i designate the regions with different
adiabatic trajectories: (a) 〈0

¯
〉s → 〈1̄〉s → 〈0

¯
〉s, (b) 〈0

¯
〉s → 〈x̄〉 → 〈1

¯
〉s → 〈x̄〉 →

〈0
¯
〉s, (c) 〈0

¯
〉s → 〈x̄′〉 → 〈1

¯
〉a → 〈x̄′′〉 → 〈1

¯
〉s → 〈x̄′′〉 → . . ., (d) 〈1

¯
〉s → 〈x̄〉 → 〈0

¯
〉s

→ 〈x̄〉 → 〈1
¯
〉s, (e) 〈1

¯
〉s → 〈x̄′〉 → 〈1

¯
〉a → 〈x̄′′〉 → 〈0

¯
〉s → 〈x̄′′〉 → . . ., (f) 〈1

¯
〉s →

〈0̄〉s → 〈1
¯
〉s, (g) 〈1

¯
〉s → 〈2̄〉s → 〈1

¯
〉s, (h) 〈1

¯
〉s → 〈x̄〉 → 〈2

¯
〉s → 〈x̄〉 → 〈1

¯
〉s, (i) 〈1

¯
〉s

→ 〈x̄′〉 → 〈1
¯
〉a → 〈x̄′′〉 → 〈2

¯
〉s → 〈x̄′′〉 → . . .

Similarly, in each region O−
n (O+

n ) there exists the same curve [(n− 1)s] (or
[(n+1)s]), to the left (right) of which the state 〈n− 1〉s (or 〈n+ 1〉s), and to
the right (left) of which the state 〈n− 1〉s (or 〈n− 1〉s) exist (see the curve
[0s] in the region O−

1 , and the curve [2s] in the region O+
1 in Fig. 10.3). In

particular, the curve [0s] is determined by the metastable FvdM limit Pms
[see Eq. (5.109) in Sect. 5.3.1],

g[os] � 4/(2π − amin)2 if g � 1. (10.46)

Finally, in Fig. 10.3 the curve [1a] is plotted, below which an ad-
ditional stationary state 〈1

¯
〉a appears; this state corresponds to the lo-

cal minimum of the system energy (more precisely, the state 〈x〉 is split-
ted into three ones: 〈x̄′〉, 〈1

¯a
〉, and 〈x̄′′〉). Generally, there are curves [na]

(n = 1, 2, . . . , int [(N − 1)/2]) below which the stationary states 〈n
¯
〉a ex-

ist; in the case of odd N , these curves are merged with the curves [ns] as
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amin → a∞
n [176]. For odd N this splitting corresponds to the “finite-Aubry”

transition described above.
The adiabatic motion of a chain can be described now in the following

way [176, 778, 780, 781]. For the commensurate case of amin = 2π, on the
onset of the motion a kink is introduced from the left end of the chain, then
this kink moves along the chain to the right and is annihilated at the right
end. According to the work of Kovalev [785], the creation of a kink at the free
end of a semi-infinite chain (with the coordinate y = 0) and its subsequent
motion to the right can be qualitatively viewed as the creation of a kink-
antikink pair at the point y = 0 of an infinite chain, and their subsequent
motion in opposite directions (kink to the right, yk = y, and antikink to the
left, yk̄ = −y). Therefore, the energy of the system with one kink can be
rewritten in the form

V (x) � εk − 1
2
vint(2y) − 1

2
vint(4πN − 2y), (10.47)

where the last two terms can be interpreted as the energy of attraction of
the kink to the two free ends of the chain. Thus, the potential energy of the
adiabatic motion of the chain, E(X), can be approximately presented by the
expression

E(X) = V (X) + VPN (X), (10.48)

where the second term describes the kink motion along the chain in the
periodic Peierls-Nabarro potential, VPN (X) � 1

2εPN (1 − cosX). In the case
g → 0 we have εPN → 2 and εk → 0, and the function E(X) has (N − 1)
local minima. As g increases, εPN → 0, while the energy εk increases up to
its saturation at g ≥ g∗. At the same time the local minima of the function
E(X) disappear; at first (at g ≤ 1, when 2d � 2π) the two minima which are
the nearest neighbors to chain ends, then the minima more removed from the
ends, and so on. Finally, when at g ≥ g∗ the kink cannot be “inserted” into
the chain, the function E(X) has only one maximum for the state 〈1̄〉s, and
the “solitonic” terminology becomes unsuitable.

In a general case of amin �= 2π with the ground state 〈n
¯
〉 (n �= 0), the

adiabatic motion (10.45) can be viewed as the creation of an extra kink at
the left end of the chain, and then, after a number of displacements, the
annihilation of the extreme right kink at the right end of the chain (see Fig.
10.4a). For the trajectory (10.44) with an intermediate state 〈n− 1〉 the se-
quence of events is inverse: at first, the extreme right kink leaves the chain,
and then a new kink is created at the left end of the chain (see Fig. 10.4b).
Otherwise, the behavior of the system at amin �= 2π is qualitatively similar to
that described above. Note that this motion may also be interpreted as “cre-
ation” → “motion along the chain” → “annihilation” of an extra superkink
or super-antikink. Therefore, the activation energy of the chain motion can
be approximately represented as

Ea � ∆εn(amin, g) + εPN (g), (10.49)
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Fig. 10.4. Trajectories of adiabatic motion of the five-atomic FK chain for system
parameters: g = 0.3 and (a) amin = 1.90π, and (b) amin = 1.01π [176].

where

∆εn = min {|E (〈n+ 1〉) − E (〈n〉) |, |E (〈n− 1〉) − E (〈n〉) |} (10.50)

is equal approximately to the energy of creation of the superkink or super-
antikink depending on which of the two energies is lower.

Thus, the function Ea(amin) reaches its maximum at the commensurate
case (amin = 2π), has local maxima at amin = ãn and local minima at
amin = an (see Fig. 10.5). In vicinity of the curves [an] there are regions

Fig. 10.5. Dependencies of activation energy Ea on parameter amin for (a) N = 2,
(b) N = 3, and (c) N = 4. Broken curves correspond to values g = ∞ and g = 0,
while solid curves, to values g = 1 (curve 1) and g = 0.1 (curve 3), and chain curves,
to values g = 1/π for N = 2, and g = 0.3 for N = 3 and N = 4 [176].
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Fig. 10.6. Parametric plane (amin, g) for (a) N = 2, (b) N = 3, and (c) N = 4.
Hatched areas show regions where the activation energy for adiabatic motion of
N -atomic chain is lower than that for a single atom [176].

on the parametric plane (amin, g) (see hatched areas in Fig. 10.6) where the
activation energy for the motion of the chain is lower then that for the motion
of an isolated atom. Note that at a fixed value of g the functions Ea(amin)
is only weakly dependent on the chain length N as long as the inequality
2d � L is satisfied [i.e. if N � N∗, where the value of N∗ is determined by
Eq. (10.28), N∗ = 2

√
g]. In particular, at g � 1 the dependence Ea(amin)

has the form
Ea � 2 + πg(amin − 3π/2) (10.51)

for any value of N ≥ 2 [176].
The described “kink-flip” mechanism of chain motion along the adiabatic

trajectory is to be realized in the overdamped case, when the energy exchange
of the chain with the substrate is strong. In the opposite underdamped case,
when the external friction is very small or absent at all, and the intrinsic
friction is low enough (as it should be at g � 1 and N � 1), due to inertia of
the chain the “caterpillar” trajectory (10.42) may be more preferable because
it is more “straight” in the phase space. The activation energy of this trajec-
tory is determined by Eq. (10.49) where, however, ∆εn is now equal to the
maximum of εsk and εsk, so the “caterpillar” motion is more probable for the
amin = ãn case. Note also that if the chain moves with a finite velocity v, the
dynamic Peierls-Nabarro potential will differ from the adiabatic one, because
at velocities v ≥ bωn the atoms of the chain will have no time to adjust to
the substrate potential, and this is equivalent to an effective decreasing of
the external potential amplitude.

10.3.3 Diffusion of Short Chains

In applications to realistic systems, the energy exchange between different
degrees of freedom of the FK chain as well as between the chain and the
substrate should be taken into account. Phenomenologically, this exchange
leads to a friction with some coefficient η which describes the rate of energy
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exchange. Thus, the motion of the chain can be approximately described by
the Langevin equation

mẌ +mηX + dE(X)/dX = δF (t), (10.52)

where m is given by Eq. (10.15) and the stochastic force δF satisfies the
fluctuation-dissipation theorem, 〈δF (X, t) δF (X, t′)〉 = 2η(X)m(X)kBTδ(t−
t′). For times t > η−1, the solution of the Langevin equation (10.52) cor-
responds to diffusional motion of the system with the diffusion coefficient

D = Rb2, R = R0 exp(−Ea/kBT ), (10.53)

where R is the rate of escape of the system from the bottom of the potential
well of E(X). Neglecting a complicated form of the function E(X) (namely,
ignoring the existence of local minima), the energy E(X) can be approxi-
mated by the Peyrard–Remoissenet potential [186]

E(X) � 1
2
EaVPR

(
2πX
b

)
, VPR(y) =

(1 − r)2 − (1 − cos y)
(1 + r2 + 2r cos y)

, (10.54)

where r is a parameter (|r| < 1). Then the eigenfrequencies ω̃0 [at the
minimum of the potential E(X)] and ω̃s (at the saddle point), ω̃2

0,s =
±m−1

0,sE
′′(X)X=0,b/2, are coupled by the following relation,

m0ω̃
2
0msω̃

2
s =

(
Ea/2N2)2 . (10.55)

Excluding an exotic case of extremely low friction, the pre-exponential factor
R0 for the potential (10.54) is determined by the Kramers theory,

R0 ≈
{
ω̃0/2π if η ≤ ω̃s,
ω̃0ω̃s/2πη if η > ω̃s.

(10.56)

Using Eqs. (10.53), (10.55) and (10.56), we obtain the expression for the
diffusion coefficient,

D = D0 exp(−Ea/kBT ), (10.57)

where

D0 �
{

2πN2ω̃0 if η ≤ ω̃s,
πEa/η

√
m0ms if η > ω̃s.

(10.58)

If the potential (10.54) has a shape of deep narrow wells separated by wide
barriers (i.e. if r < 0), we can approximately take Ea � 1

2m0ω̃
2
0π

2, so that
the following estimation for the value of D0 is obtained,

D0 �
{

2πN2ω̃0 if N < N∗∗,
2πω̃2

0/η if N > N∗∗, (10.59)
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where
N∗∗ = (ω̃0/η)1/2. (10.60)

Thus, for the commensurate case (amin = 2π) at a fixed value of g, both
the activation energy Ea (up to the saturation at N ≥ N∗) and the pre-
exponential factor D0 (up to the saturation at N ≥ N∗∗) increase with the
increasing of the chain’s length N . On the other hand, at fixed values of N
and g the factors Ea, ω̃0, and D0 change “in-phase” if the equilibrium dis-
tance amin is changed. So, in both cases the theory predicts the existence of
a “compensation” effect, i.e. the values Ea and D0 are changed simultane-
ously in the same direction. The diffusion coefficient D can either increase or
decrease with the increase in the chain length N , the former situation takes
place at amin � ãn, and the latter, at amin � an. The phenomenological the-
ory given above was used by Braun [176] to describe the diffusion of small
clusters absorbed on crystal surfaces.

10.3.4 Stimulated Diffusion

A mobility of the finite FK chain can be drastically enhanced by applying
the external time-periodic field with appropriately chosen frequency [778]. A
promising candidate is the frequency ωG, Eq. (10.31), the lowest frequency in
the acoustic branch of kinks collective motion, because in this case all kinks
vibrate in phase. The external driving will increase the chain energy, mak-
ing the transition from the GS to metastable states more probable. But the
metastable state has its own vibration spectrum which is different from that
of the GS, and the resonance is destroyed. After spending some time in a
metastable state the system returns to the GS where it is again in resonance
with the external field. In this way the external field with “resonance” fre-
quency stimulates the chain to “oscillate” between the GS and neighboring
metastable states and makes it moving along the substrate. The molecu-
lar dynamics simulation [778] confirms the existence of “resonance-induced”
mobility: the time-periodic external field of the frequency ωG and a small am-
plitude (10−3 in our dimensionless units) significantly enhances the chain’s
random walks. It is important that varying the frequency of the exciting field
one can vary the size of the cluster exhibiting stimulated mobility, because
the frequency ωG depends on N .

10.4 Nonconvex Potential

A realistic pair-wise interatomic potential such as the Morse potential (5.138),
has a finite energy of dissociation, i.e. its attractive branch tends to zero
with increasing the interatomic distance. In Sect. 5.4.3 it was shown that
the FK model with the Morse potential has two peculiarities as compared
with the standard FK model. First, the symmetry between the kink (local
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contraction of the chain) and the antikink (local extension) is violated. As
compared against the kink, the antikink is characterized by a lower value
of εk, and by higher values of εPN and m. As a result, the curves [an] and
[ãn] on the parametric plane (amin, g) will be shifted. For example, at amin =
2π the trajectory 〈0〉 → 〈−1〉 → 〈0〉 will have a lower activation energy
than the trajectory 〈0〉 → 〈+1〉 → 〈0〉. Second, for the potential (5.138) the
interatomic attractive force reaches a maximum at the distance x = ainf ;
beyond the inflection point ainf the potential Vint(x) becomes concave, and
the force reduces with increasing of the distance between the atoms. In a
result, there exist an infinite number of metastable states, which correspond
to the chain ruptured into two, three, . . ., N parts (or single atoms). Recall
that for negative misfits, P ≤ Pinf < 0 [i.e., for ainf ≤ as, see Eq. (5.146)],
the free end parts of the Morse–FK chain are always modulated (distorted)
irrespective of the value Vmin of the Morse potential (5.138). As a result, the
metastability limit P−

ms above which the kink-free chain (i.e., the state 〈0〉)
cannot exist as a metastable configuration, disappears provided Vmin is low
enough (in Fig. 10.3 this effect will manifest itself as the break of the curve
[0s] at low enough g). Besides, at P < Pinf and large enough Vmin, the middle
part of the chain is modulated too. Clearly that the finite-length FK chain
should behave analogously.

Recall also that the fixed-density infinite chain cannot exist in the ground
state 〈0〉 (i.e., without kinks) provided P ≤ P−

FM (or amin ≤ a−
FM ) because it

will be ruptured into two semi-infinite parts. A similar situation may emerge
for the finite FK chain in the metastable state 〈0〉 when its ends are fixed,
for example, due to pinning at impurities. However, the rupture of the finite
chain of N atoms has to take place provided amin ≤ a−

FM − δa(N), where
δa(N) may be estimated as δa(N) � (ainf − amin)/N .

The described effect is quite important in growth of epitaxial layers with
a−
FM − δa(N0) < amin < a−

FM . At initial stages of growth, short expanded
“islands” of sizes N < N0 arises in states coherent with the substrate. But
with increasing of the islands owing to incorporation some more atoms, the
state 〈0〉 becomes metastable when N > N0, so that it should be transformed
either to the true GS with uniformly distributed dislocations (kinks) or to a
metastable state by cracking to shorter chains depending on which of these
processes needs lower activation energy [512, 513].

Another interesting effect predicted by Milchev and Markov [262] is that
thermally migrating clusters may break into smaller fractions if they traverse
configurations with abnormally stretched bonds. Thus, the substrate may
act as a “filter”, only the clusters smaller than some critical size will survive
thermally induced migrations while the rest will decay into smaller fractions.
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One of the very important extensions of the classical FK model goes beyond
its one-dimensional nature. In particular, the two-dimensional FK model de-
scribes a planar lattice of interacting atoms in an external periodic potential
which can be either one- or two-dimensional. This chapter discusses some
problems related to two-dimensional FK models.

11.1 Preliminary Remarks

In a general case of higher dimensions, the FK model describes a lattice of
interacting atoms placed onto a multi-dimensional periodic potential. Even
the case of two dimensions is extremely complicated. One of important new
aspects of the two-dimensional (2D) model is that now not only the T = 0
ground state but also the T �= 0 equilibrium state may be ordered exhibiting
a number of different phases and phase transitions between them. Not going
into specific details, below we discuss the existence of two possible equilibrium
phases in 2D lattices.

When the substrate potential is absent, Vsub(x, y) ≡ 0, the truly crys-
talline structure is impossible in a 2D system, and the system is disordered
at any T �= 0 [516], [790]–[792]. But at low enough temperatures, T < Tcr,
the equilibrium state of the system is characterized by a quasi-long-range or-
der (known as the “algebraic” order), and the corresponding phase is called a
floating crystal [793]–[796]. In this phase the translational correlation function
falls to zero according to a power law with increasing of the distance (instead
of the exponential law in the liquid phase). The floating phase exhibits a shear
stiffness. Besides, in this phase the orientational order (i.e., the orientations
of bonds between nearest neighbors) is long-ranged as in usual crystals [794].
Clearly that at high temperatures, T > Tcφ, the system must be totally dis-
ordered, so that both (translational and orientational) correlation functions
should decay according to exponential laws. The floating phase melts by

the well-known Kosterlitz-Thouless dislocation mechanism [797]–[799], and
the transition from the “floating phase” to the “liquid phase” proceeds in
two steps [800]. First, at T ≥ Tcr the translational quasi-long-range order is
destroyed due to nucleation of dislocation pairs (i.e., the pairs consisting of
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two dislocations with opposite Burgers vectors) with their subsequent dis-
sociation. Simultaneously the orientational long-range order is transformed
into the orientational quasi-long-range order. Second, at T ≥ Tcφ the orien-
tational quasi-long-range order is destroyed due to creation of disclination
pairs. Both these phase transitions are continuous. The intermediate phase
at Tcr < T < Tcφ is called the hexatic liquid phase. It was observed, in partic-
ular, in molecular dynamics simulations for the system of atoms which repel
according to Coulomb’s law [801]. Note also that the random nonequilibrium
(“frozen”) impurities destroy the floating phase [802, 803].

In the opposite limiting case, when the substrate potential significantly
exceeds the interatomic interactions, the system can be considered in the
framework of a lattice-gas model. In this case the system exhibits a variety of
structures including crystalline (commensurate), floating (incommensurate),
and liquid (totally disordered) phases depending on the substrate symmetry,
interaction law, concentration θ and temperature T , and associated phase
transitions with θ or T variation may be continuous as well as discontinuous.
In some particular cases the model admits an exact solution (for example,
the Ising, Baxter, and Potts models), otherwise it can be studied by various
methods including Monte Carlo simulation, low- and high-temperature series,
finite-size transfer matrix method, etc. The description of properties of the
lattice-gas model with short-range interactions may be found in review papers
by Selke et al. [804, 805] (see also Ref. [48]; the case of long-range anisotropic
(dipole-dipole) interaction was studied in Refs. [806, 807]).

In a general case, the 2D FK model stays just between these two limit-
ing cases. Evidently we cannot give a complete description of the problem,
our goal here is only to overview few papers devoted to two-dimensional FK
models. The FK model may be generalized to two-dimensional versions in two
different ways leading to scalar or vector FK models. In scalar models, the
atoms are arranged in a 2D array, but atomic motion is still one-dimensional.
The scalar model may be used, in particular, to describe a layer of atoms ad-
sorbed on a furrowed surface such as the (112) plane of b.c.c. crystal. Because
the energy barrier for motion across furrows is much higher than that for mo-
tion along the furrows, one may assume that adsorbed atoms move along the
channels only. However, the interaction between the atoms in different chan-
nels is not negligible in a general case. A natural way to study the scalar
model is to consider it as a system of coupled one-dimensional FK chains.
Then, the interaction between the chains will lead to an interaction between
topological excitations (kinks) in the chains, and if the later is attractive, the
kinks will be arranged in a domain wall (DW), so that such configuration
may be considered as a “secondary” FK chain oriented perpendicularly to
the “primary” chains. This approach is described in Sect. 11.2.

In a more general model we have to allow for atoms to move in more
than one dimension. The simplest model of this class is the FK model with a
transverse degree of freedom [808]. In this model the atoms are still arranged
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in a one-dimensional chain, but the substrate potential is two-dimensional,
it is periodic in one dimension and parabolic in the transverse direction, and
the atoms can move in both dimensions. In physical systems the transverse
degree of freedom may correspond, e.g., to motion of adsorbed atoms per-
pendicularly to the surface, or to their displacements orthogonal to furrows
in the case of adsorption on furrowed crystal planes. New interesting aspects
of the model behavior emerge for repulsive interatomic interaction. Namely,
when the magnitude of repulsion increases (or the curvature of the transverse
potential decreases) above a certain threshold, the straight-line GS atomic
configuration becomes unstable, and the system is transformed into a new
“zigzag” GS. In turn, this completely modifies the excitation spectrum of
the model, results is appearing of kinks of different kinds, changes the Aubry
transition scenario, etc. The zigzag FK model is described in Sect. 11.3.

Finally, Sects. 11.4 and 11.5 are devoted to truly 2D vector FK models,
where the atoms can move in two dimensions, and the substrate potential is
periodic in two dimensions as well. Vector models incorporate the features of
both scalar and zigzag models and exhibit a rich spectrum of behavior.

11.2 Scalar Models

In the first, more simple extension of the FK model, we may leave a scalar
nature of the field variable u connected with atomic displacements, but allow
the atoms to form a 2D array. Thus, now displacements ulx,ly are numerated
by two integers lx and ly which describe the position of an atom in the two-
dimensional array. The kinetic energy K and the substrate potential energy
Usub remain practically the same as in the 1D model,

K =
1
2

∑

lx,ly

u̇2
lx,ly , Usub =

εs
2

∑

lx,ly

(
1 − cosulxly

)
. (11.1)

As for the interatomic interaction, a direct generalization of the standard FK
model leads to the form

Uint =
∑

lx,ly

[
gx
2
(
ulx+1,ly − ulx,ly − asxPx

)2 +

+
gy
2
(
ulx,ly+1 − ulx,ly − asyPy

)2
]
, (11.2)

where gx and gy are the elastic constants, asx and asy are the lattice con-
stants, and Px and Py are the misfit parameters in the x and y directions
correspondingly. If gx = gy and asx = asy, the model is isotropic, otherwise
we come to the anisotropic two-dimensional FK model. In the continuum
limit the problem (11.1) to (11.2) reduces to two-dimensional SG equation
ü−∆u+ sinu = 0 which, unfortunately, is not exactly integrable.
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However, the “ball and spring” approximation (11.2) for the interatomic
interaction is rigorous only if mutual displacements of atoms in nearest-
neighboring chains are small comparing with as. A more realistic model was
proposed by Braun et al. [46]. Let us call an isolated FK chain as the “x-
chain”. Mass transport along the x-chain is carried by kinks (x-kinks) which
are characterized by the width d0, mass m0, rest energy εk0, and the Peierls-
Nabarro barrier εPN0 (the index “0” corresponds to the isolated x-chain).
The interaction of atoms belonging to the neighboring x-chains, leads to an
interaction between the chains. Let v(∆x) is the interaction energy of two
atoms which belong to the nearest neighboring (NN) chains and shifted with
respect to one another by a distance ∆x along the chain, and let u1(x) and
u2(x) are the displacements of the atoms in different chains from their equilib-
rium positions corresponded to a commensurate 2D structure. The simplest
expression for the energy of interaction between the chains in the continuum-
limit approximation is the following,

U ′
int =

α

2

∫
dx

asx
[u1(x) − u2(x)]2, (11.3)

where α is the corresponding elastic constant. Expression (11.3), however,
does not take into account the following two important circumstances. First,
the energy should remain unchanged if one of the chains which has no kinks,
is shifted for one period of the commensurate structure. Therefore, Eq. (11.3)
should be modified as (asx = 2π)

U ′
int = α

∫
dx

asx
{1 − cos [u1(x) − u2(x)]} . (11.4)

Second, both Eqs. (11.3) and (11.4) do not describe an interaction between
two chains in identical but inhomogeneous states, i.e. when u1(x) = u2(x) �=
0. Recalling that the density of “excess” atoms in an inhomogeneous state is
equal to ρ(x) = −u′(x)/asx, the energy of their interaction can be described
by the expression

U ′′
int =

∫∫
dx dx′

a2
sx

u′
1(x) v(x− x′) u′

2(x
′). (11.5)

If the potential v(x) is short-ranged on the scale d0, we may approximate it
as v(x) ≈ γasxδ(x). Combining Eqs. (11.4) and (11.5), we finally come to the
expression

Uint[u1, u2] = a−1
sx

∫
dx {α [1 − cos(u1(x) − u2(x))] + γu′

1(x)u
′
2(x)} , (11.6)

where the parameters α and γ are coupled with the potential v(x) by the
relationships

α =
∂2v(x)
∂x2

∣∣∣∣
x=0

, γ =
∫

dx

asx
v(x). (11.7)
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Now we can consider the system of parallel FK chains. It is described by
the Hamiltonian

H =
∑

j

{H[uj ] + Uint[uj , uj+1]} , (11.8)

where the index j numerates the chains, H is the Hamiltonian of an isolated
chain, and the pairwise interchain interaction is described by Eq. (11.6). Let
us consider the fixed-density system and assume that each FK chain contains
one x-kink. For a weak interchain interaction we may neglect by a change of
the kink shape from the SG form and substitute into Eq. (11.8) the ansatz
uj(x, t) = uSG (x−Xj(t)). Then, if we take into account that x-kinks move
in the periodic PN potential with the amplitude εPN , we obtain the following
effective Hamiltonian:

Heff =
∑

j

[
ε+

m

2

(
dXj

dt

)2

+ V (Xj −Xj−1) +
εPN

2
(1 − cosXj)

]
. (11.9)

Here ε = 4d/π, m = 4/πd, and the potential energy of interkink interaction
is described by the expression

V (X) = ε [αW1(X/d) − βW2(X/d)] , (11.10)

where β = γ/d2,

W1(Y ) = (1 + Y/ sinhY ) tanh2(Y/2) (11.11)

and
W2(Y ) = 1 − Y/ sinhY. (11.12)

Thus, at small X (|X| � d) the interaction is harmonic, V (X) � 1
2GX

2

with the effective elastic constant G = m(α − β/3), while at |X| → ∞ we
obtain V (X) → Edis, where Edis = ε(α − β). Depending on the system
parameters, the T = 0 ground state of the anisotropic scalar 2D FK system
may correspond to one of the following configurations:

1. In the case of interatomic repulsion the x-kinks repel each other too, and
for the atomic concentration slightly above or below that corresponding
to a commensurate lattice, the x-kinks should form the structures of the
c(2×2) type with continuously varying period along the X axis;

2. For a certain system parameters, when G < 0 but Edis > 0, “oblique”
chains of x-kinks should emerge;

3. Finally, in the case of the attractive interaction between the atoms, the
GS corresponds to the y-chains of x-kinks. Namely this case is mostly
studied in literature. Note that the direct generalization of the FK model,
Eq. (11.2), leads to this situation only.
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All these configurations have been observed experimentally in adsorbed
systems (see references in Ref. [47]).

Different atomic configurations such as point defects, jogs and disloca-
tions have been studied numerically in the framework of the generalized
two-dimensional [809] and three-dimensional [810] scalar Frenkel-Kontorova
models. An anisotropic crystal is modelled as a system of parallel harmonic
chains, and the atoms from the nearest neighboring chains interact via the
Lennard-Jones or Morse potential, so that the “substrate potential” for a
given chain is produced by the atoms from the adjacent chains. An interesting
result obtained in these simulations, is that two kinks belonging to the NN
chains, weakly repel one another on long distances, but become attracting at
short distances, so that they may produce a bound state. Such a behavior
follows from Eq. (11.10) for the parameters α ∼ 2β.

All generalizations of the FK model which take into account only a fi-
nite number of neighboring atoms, always lead to an exponential interac-
tion between local defects such as kinks. On the other hand, the elastic
interaction (which is always present in a solid) of two defects separated
by a distance R in a 3D crystal must decay according to the power law
∝ R−3. To solve this problem and describe point defects in the 3D lattice,
Kovalev et al. [65] proposed to surround the FK chain by a “tube” of ra-
dius b ∼ as and consider the solid outside the tube as an elastic continuum
medium. The elastic displacements of atoms of the solid outside the tube
are described by the displacement field w(x, y, z), which satisfy the equation
λwxx + µ(wyy + wzz) = 0, where λ is the modulus of compression along the
FK chain and µ is the modulus of shear in the Y Z plane (for a simple scalar
model of the theory of elasticity). If we denote by w0(x) the displacement
field on the “tube” surface, then the static equation for atoms of the FK
chain takes the form d2uxx(x) = sin[u(x) − w0(x)] in the continuum limit
approximation. This equation should be supplemented now by the bound-
ary condition µa2

sb (∂w/∂ρ) |ρ=b = sin(w0 − u), where ρ = (y2 + z2)1/2. As
a result, a generalized integro-differential SG-type equation [similar to Eq.
(3.147) of Sect. 3.5.4 where, however, the long-range interaction was intro-
duced artificially “by hands”] was derived and analyzed. In particular, it was
shown that the energy of interaction between two kinks separated by the
distance R behaves as vint(R) ≈ εk(d/R)3.

Scalar model for θ < 1. In the θ = 1 case considered above, one extra kink
(antikink) inserted into a chain, corresponds to one extra atom (or vacancy).
Therefore, if the atoms repel each other, the kinks should be repelled as well.
However, for the θ = p/q reference structure, when p and q are integers and
p < q, the situation is not so trivial, because now one extra atom corresponds
to q kinks.

As an example, let us consider the 2D FK lattice with the rectangular
symmetry at θ = 1/2. For the repulsive interatomic interaction the GS of
the system corresponds to the c(2×2) structure. Therefore, the atoms in
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a given chain feel a potential from the nearest neighboring chains which
should be added to the substrate potential, so that the total effective external
potential for the given chain corresponds to the double sin-Gordon (DSG)
potential, i.e. it has the period 2as. Recall that in an isolated FK chain with
the concentration θ = 1/2 one inserted atom produces two kinks which repel
from one another. Now, in the 2D system, both these kinks are the DSG
kinks. Besides, the atomic structure between the kinks does not correspond
to the GS configuration but to a metastable configuration, because one kink
produces the shift as while the period of the GS structure is 2as. In a result,
two DSG kinks belonging to the NN chains, will additionally attract one
another with the interaction potential which is directly proportional to the
distance ∆x between the kinks.

Then, if the 2D system has two pairs of kinks, one pair in one chain and
another in the nearest neighboring chain, these pairs will effectively attract
one another, because an overlapping of the interkink regions reduces the
system energy. Finally, if we insert one extra atom into each x-chain, we will
produce two y-chains of x-kinks, which now repel from one another, so that
at θ = 1/2 ± δ (δ → 0) the GS corresponds to a stripped structure of y-
chains. Emphasize that the x-kinks in NN channels are attracting even when
the atoms itself repel each other. However, this interkink attraction is not too
“strong”, now the interkink attractive potential is ∝ ∆x and not ∝ (∆x)2.

An infinite y-chain cannot be broken. However, two nearest neighboring
y-chains may be broken simultaneously . Besides, one may create a pair of
finite y-chains, one consisting of x-kinks and another of x-antikinks, but these
y-chains must form a closed loop.

For the concentration θ = p/q with q ≥ 3 a situation is similar but more
complicated. Clearly, all the effects mentioned above, essentially determine
the system phase diagram at T �= 0 as well as the system dynamics.

11.2.1 Statistical Mechanics

The equilibrium state of the scalar 2D FK model at T �= 0 was studied mainly
in the framework of the harmonic interaction (11.2). Recall that this variant
of the model at low temperatures exhibits the formation of y-chains of x-kinks
called usually by domain walls (DW), or plane solitons, or discommensuration
lines, or linear defects. An anisotropic model with gy = γgx (γ is a param-
eter, 0 ≤ γ ≤ 1) in Eq. (11.2) for the fixed-density case (i.e., by employing
periodic boundary conditions in both directions) was investigated by molec-
ular dynamics technique by Yoshida et al. [811, 812] and Kato et al. [813].
In particular, the simulations have shown that at low T the residual (“ge-
ometrical”) DW-line as well as the DW width fluctuates [see Fig. 11.1(a)].
When temperature increases, the thermally nucleated kink-antikink pairs are
appearing in the x-chains, and the coupling of these x-kinks belonging to the
neighboring x-chains results in creation of “loops” [Fig. 11.1(b)]. As usual,
with further increasing of T , the x-kinks as well as the y-chains are thermally
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Fig. 11.1. Contour lines of atomic displacements for the isotropic scalar FK model
and (a) T = 0.05, (b) T = 0.2, and (c) T = 0.35. The black tone (white tone) shows
the regions around the top (bottom) of the substrate potential [813].

destroyed. Kink’s contribution to the equilibrium properties of the system
is similar to that obtained in the one-dimensional model. For example, the
temperature dependence of the specific heat again exhibits a peak at T ∼ εk,
but a position of the peak depends now on the anisotropy parameter γ [811]

Thermodynamic properties of the system of parallel strips (domain walls)
was widely studied analytically (see, e.g., monograph by Lyuksyutov et al. [48]
and references therein). Recall briefly the main results of these studies. Let
Rx is the period of the DW lattice in the x-direction, and ax = qxasx is the
period of the reference structure. At T �= 0 the DW line is roughening due
to thermal fluctuations. This increases the mean energy of repulsion of the
neighboring walls because of anharmonicity of x-kinks’ interaction. Besides,
displacements of the domain walls are restricted by their “collisions”, this
leads to decreasing of the system entropy. Both factors give a contribution to
the free energy (per unit length of the wall) which is equal to [814]–[818]

∆F � (kBT )2a2
x/R

2
xεkasy. (11.13)

Thus, the effective repulsion between walls follows the power law (11.13)
even in the case of short-range interatomic interactions when the T = 0
(“mechanical”) wall–wall interaction decays exponentially with Rx.

When Rx is commensurate with ax, the T = 0 ground state is crystalline
(the commensurate phase). But at T �= 0 the DW line fluctuates, and at a
temperature Tdepin these fluctuations become equal to the PN period ax. In
a result, at T > Tdepin the domain walls are effectively unpinned, and the
equilibrium state will correspond to the floating (incommensurate) phase.
This phase transition occurs provided Rx/ax ≥ 4 [819, 820]. With further
increasing of T the floating phase melts. If qx = 1 or 2, the melting proceeds
by the Kosterlitz-Thouless mechanism due to nucleation of dislocation pairs
in the DW lattice (note that the transition occurs in only one step in this
case). The theory of the process was developed by Lyuksyutov [821] and
Coppersmith et al. [822].
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On the other hand, if T = 0 but θ varies, the system passes through the
infinite series of structures which form Devil’s staircase. But for T �= 0 most of
high-order commensurate structures are floating or liquid (disordered). More
details about the (T, θ) or (T, µ) phase diagrams may be found in monograph
of Lyuksyutov et al. [48].

11.2.2 Dynamic Properties

Mass transport in the scalar FK model has been studied for a long time,
because this is one of important problems in solid state physics (e.g., we may
mention the motion of dislocations, plasticity and ductility of metals, etc.).
At high temperatures the dynamic properties can be studied by perturbation
theory technique similarly to one-dimensional case (see Sect. 7.4). At low
temperatures, however, the atomic flux is carried out by concerted motion
of atoms driven, e.g., by an external force F or by a gradient of atomic
concentration. Let us suppose that the driving dc force is applied along the
x-direction, and discuss in brief how the formation of y-chains of x-kinks
may modify the diffusion characteristics of the system. First of all recall
that for noninteracting x-chains the activation energy for the motion along
the x-direction is equal to the height of the PN relief, εa � εPN0. Also it is
known that a repulsion of x-kinks should result in a decrease of the activation
barrier, εa < εPN0. On the other hand, in the case of attraction of x-kinks
the barrier εa should increase usually. For example, a finite-length y-chain of
x-kinks should move owing to creation of an y-kink at one end of the y-chain
and its consequent motion along the Y axis to the another chain’s end (see
Sect. 10.3.2), so that εa � 1

2Epair + EPN . In the case of an infinite y-chain
of x-kinks, the motion starts with creation of an y-kink–y-antikink pair and
then proceeds by their motion in the opposite directions [see Fig. 11.2(a)],
this scenario requires the energy εa � Epair + EPN . Thus, at small driving
forces F and T �= 0 the atomic flux is a thermally activated process with
activation energy εa determined by system parameters.

On the other hand, at T = 0 the atomic flux starts when the external force
exceeds some critical (depinning) value Fc needed to overcome the activation
barriers. This problem was studied for the model (11.1)–(11.2) in the case of
small external damping by Pouget et al. [230]. Again, if it was one y-chain
(domain wall) in the initial state, it will evolve according to the scenario
described above [by nucleation of y-kink–y-antikink pairs, see Fig. 11.2(a)].
However, the following new interesting effect was observed in numerical sim-
ulation and explained by stability analysis technique: if the driven force is
high enough (F ≥ 1.1 in dimensionless units), nucleation of an additional
“wall–antiwall” sequence behind the primary wall can occur, resulting in the
formation of a “double layer” [see Fig. 11.2(b)]. It may be expected that this
effect will be even more pronounced at T �= 0 owing to thermally stimulated
creation of loops. Kolomeisky et al. [823] have shown also that in the under-



392 11 Two-Dimensional Models

Fig. 11.2. Contour plot of ulx,ly for the scalar FK model (11.1)–(11.2) driven by
dc external force F in presence of external damping η. The size of the dots indicate
the atomic velocity. Initial configuration corresponds to one DW (y-chain) in rest.
Pictures are calculated by molecular dynamics technique for the underdamped case
(η = 0.085 in dimensionless units) for two values of the driven force F : (a) F = 1.1
at t = 400 when a single y-kink–y-antikink pair is nucleated, and (b) F = 1.2 at
t = 300 when loops are created in the wake of the propagating wall [230].

damped case a driven DW becomes unstable against spontaneous roughening
for certain values of the driving force.

As is known from the dislocation theory, the motion of an extended object
such as the y-chain (domain wall) essentially depends on the presence of
impurities which may “pin” the y-chain. When a moving DW meets with a
“stopper”, for the further motion of the y-chain it should be either “tear off”
the stopper (this needs to overcome the bonding energy of the chain’s atom
with the impurity), or the y-chain should be “broken” (leaving one of its
atoms at the impurity site), the later requires the energy Edis. In connection
with surface diffusion these questions were considered by Lyuksyutov and
Pokrovsky [824].

11.3 Zigzag Model

The classical FK model as well as all its generalized versions discussed above
in this book, had one serious restriction: the atoms were allowed to move in
one dimension only. Thus, a natural further development of the model is to
remove this restriction and to allow for the atoms to have two or more degrees
of freedom. In the simplest case let us assume that every atom can move in
two dimensions, say x and y, and place the atoms into a two-dimensional
external potential which is periodic in one direction (x) and unbounded (for
example, parabolic) in the transverse direction y so that the atoms are con-
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fined transversely. Thus, the substrate potential is Vsub(r) = Vx(x) + Vy(y),
where Vx(x) = (εs/2)[1 − cos(2πx/as)] and Vy(y) = (ma/2)ω2

0yy
2 Here ω0y

is the frequency of a single-atom vibration in the transverse direction. The
limit ω0y → ∞ corresponds to the standard FK model. As everywhere in
the book, we use units such that ma = 1, εs = 2, and as = 2π so that the
frequency of longitudinal vibrations ω0x = (εs/2ma)1/2(2π/as) is equal to 1.

The model with a transverse degree of freedom is not of academic interest
only. First, this model may be considered as the simplest approximation for
an anisotropic vector 2D FK model where we could expect that a small in-
teraction between the nearest neighboring rows does not modify significantly
the properties of the system. Second, the model may be considered as a first
step in studying of the isotropic vector 2D FK model. Finally, the model is
important itself, because various nonlinear phenomena in solid state physics
can be described by a model where a chain of interacting particles is placed
into a “channel”.

The model with the transverse degree of freedom still describes the 1D
atomic chain. However, when we consider a vector model, we lose the main
advantage of the 1D FK model in which the atoms are always strictly ordered
and, therefore, they can be labelled in such a way that the atom l has always
the atoms l ± 1 as nearest neighbors. In a realistic 2D model the sequential
order of the atoms can be changed by going through the second dimension.
Also, because of losing of the sequential order, a rigorous vector model must
take into account the interaction between all atoms in the system. Neverthe-
less, the ideology of topologically stable quasiparticles (kinks) of the classical
FK model still remains very useful and instructive.

As long as the atoms use only an attractive branch of the interaction
potential, static properties of the model are equivalent to those of the stan-
dard FK model. In a number of physical systems, however, the interatomic
interaction is repulsive or has a repulsive branch at least. It can be due to
Coulomb repulsion between ions in superionic conductors or between protons
in hydrogen-bonded molecules, or due to Coulomb or dipole-dipole repulsion
of atoms adsorbed on semiconductor or metal surfaces. Because qualitative re-
sults do not depend on the specific form of the interatomic potential provided
that the repulsion is concave, below for concreteness we assume a Coulomb
repulsion

Vint(r) = V0/r, (11.14)

where V0 characterizes the amplitude of repulsion. Clearly, for the repulsive
interaction we have to study the fixed-density system, i.e. to impose periodic
boundary conditions.

When the magnitude of the interatomic repulsion increases (or the cur-
vature of the transverse potential decreases) above a certain threshold value,
the trivial ground state [TGS, Fig. 11.3(a)] of the model undergoes a series of
bifurcations. The first bifurcation always leads to a zigzag ground state [ZGS,
Fig. 11.3(b)] and results in drastic change of system properties including a
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Fig. 11.3. Configurations
of atoms in the 2D FK
models with a transverse de-
gree of freedom. Shown are
separate stripes correspond-
ing to: (a) “Trivial Ground
State” (TGS); (b) “Zigzag
Ground State” (ZGS), and
(c) “Rhomboedric” configu-
ration of atoms [825].

cusp in the effective elastic constant. For an incommensurate system, the
bifurcations can interplay with the Aubry transition from a pinned to a slid-
ing state. Moreover, the zigzag ground state can even cause multiple Aubry
transitions (see Sect. 11.3.2). On the other hand, for a commensurate system
the zigzag model may have more than one kind of kinks. In Sect. 11.3.3 we
give a general scheme of classification of topological excitations for a complex
ground state, and in Sect. 11.3.4 the kinks for the ZGS are discussed. Close
to the bifurcation point, as well as above this point, dynamic properties of
the zigzag FK model are deeply changed. All these issues are relevant for
realistic systems as will be discussed briefly in Sect. 11.3.5.

11.3.1 Ground State

To find the GS configuration at T = 0, we have to look for the absolute
minimum of the total potential energy of the system,

U =
N∑

i=1

[
Vsub(ri) +

1
2

N∗∑

i′=1

[Vint(|ri − ri+i′ |) + Vint(|ri − ri−i′ |)]
]
, (11.15)

where the index i labels the atoms, and the limit N,N∗ → ∞ is assumed.
When the GS coordinates {r(0)

i } ≡ {x(0)
i , y

(0)
i } have been found, one can

investigate a stability of the GS by calculating the phonon spectrum. The
spectrum is determined by the eigenfrequencies of the elastic matrix A de-
fined as

Aαα
′

ii =



∂2Vsub(ri)
∂uαi ∂u

α′
i

+
∑

i′(i′ �=i)

∂2Vint(|ri − ri′ |)
∂uαi′∂u

α′
i′





all u=0

,

Aαα
′

ii′(i �=i′) =
(
∂2Vint(|ri − ri′ |)

∂uαi ∂u
α′
i′

)

all u=0
,
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where the Greek indices correspond to Cartesian coordinates (α, α′ = x or y),
and the vector ui = ri−r(0)

i describes the displacement of the i-th atom from
its equilibrium position. If the dimensionless concentration θ is rational so
that the GS configuration is commensurate, the atomic structure is periodic,
and it is convenient to make the Fourier transform

Dαα′
mm′(k) =

∞∑

l=−∞
Aαα

′
0,m; l,m′eikla. (11.16)

Here a is the period of the GS structure, and the atomic index i is split
into two subindexes, i = (l,m), where l labels the elementary cells while
m = 1, . . . , s denotes the atoms within the cell. For each momentum k (|k| ≤
π/a), D(k) is a 2s × 2s square matrix and the phonon spectrum consists of
2s branches labelled by an index j. The frequencies ωj(k) are determined by
the eigenvalue equation

det
[
ω2(k)1 − D(k)

]
= 0. (11.17)

For a stable configuration all eigenfrequencies must be positive. When,
for some model parameters, one of the frequencies vanishes, ωj(k∗) = 0,
the corresponding configuration becomes unstable and evolves into a new
configuration with the period a∗ = π/k∗. The eigenvector associated to the
vanishing frequency helps finding the new GS. This scenario corresponds to
a continuous (second-order) phase transition. Besides, the model may also
exhibit discontinuous (first-order) transitions when a model parameter (e.g.,
V0) is changed. They occur when the energy of a metastable configuration
becomes equal to the energy of the GS configuration at a transition point
V0 = V

(m)
bif , and beyond this point the metastable and GS configurations are

exchanged.
In the standard FK model the dimensionless elastic constant

g = (a2
s/2π

2εs)V ′′
int(aA)

plays a central role. In the 2D model, the average elastic constant

geff =
1
N

N∑

i=1

gi (11.18)

with

gi =
1
2

N∗∑

i′=1

[
∂2

∂x2
i

(Vint(|ri − ri+i′ |) + Vint(|ri − ri−i′ |))
]

all u=0
, (11.19)

plays a similar role (for the standard FK model geff coincides with g).
Let us consider the simplest case of the trivial commensurate concen-

tration θ = 1/q with an integer q, so that the average interatomic distance
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is aA = qas. At small amplitude of interatomic repulsion the GS is triv-
ial (TGS), and all atoms are situated at the bottoms of the corresponding
wells, x(0)

i = iaA and y
(0)
i = 0. The elementary cell of the system contains

one atom only, and the phonon spectrum consists of two branches. The first
branch corresponds to motion along the x direction,

ω2
1(k) = ω2

0x + 2
∞∑

l=1

V ′′
int(laA)[1 − cos(klaA)], (11.20)

and the second branch, to motion along the y direction,

ω2
2(k) = ω2

0y + 2
∞∑

l=1

[V ′
int(laA)/(laA)][1 − cos(klaA)], (11.21)

where |k| ≤ 1/2q. Notice that the motions along the x and y directions are
decoupled in the TGS.

When the magnitude of the interaction increases for repulsive interatomic
interactions, V ′

int(laA) < 0, the frequency ω2(k) decreases and reaches zero at
some critical value V0 = Vbif . If the interatomic repulsion decreases monoton-
ically with increasing r [i.e. if V ′

int(r) is always negative], the first instability
emerges at the momentum k = ±1/2q. The corresponding bifurcation value
Vbif can be determined from the equation

ω2
0y + 4

∞∑

p=0

V ′
int[(2p+ 1)aA]
(2p+ 1)aA

= 0. (11.22)

In particular, for the Coulomb repulsion (11.14) Vbif is equal to Vbif =
ω2

0ya
3
A/4C, where C ≡ ∑∞

p=0(2p+ 1)−3 = 1.05179 . . .
Thus, for any monotonically decreasing interatomic repulsion the first

bifurcation leads always to a continuous transition from the trivial ground
state of Fig. 11.3(a) to the zigzag ground state of Fig. 11.3(b) with atomic
coordinates x(0)

i = iaA, y(0)
i = (−1)ib. The amplitude b of the transverse

atomic shifts is determined by the equation

ω2
0y + 4

∞∑

l=0

V ′
int(rl)/rl = 0, rl = [4b2 + a2

A(1 + 2l)2]1/2. (11.23)

In the ZGS the value of the transverse splitting b increases with V0 as is shown
in Fig. 11.4(b). The elastic constant geff for the TGS increases linearly with
V0 up to the value gbif ≈ 9ω2

0y/16. But after the bifurcation geff decreases,
reaches the local minimum gmin ≈ 4.7ω2

0y/16 ∼ 0.5 gbif and then rises again
[see Fig. 11.4(c)]. The cusp of the elastic constant geff at the bifurcation point
Vbif explains many remarkable properties of the model.

With further increase of V0 (or decrease of ω0y) the system undergoes next
transitions to more complicated GS configurations. For a symmetric trans-
verse potential such as the parabolic one, these transitions, contrary to the
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Fig. 11.4. (a) Longitudinal displacements ∆x of atoms with respect to nearest
minima of Vx(x), (b) transverse displacements y, and (c) average elastic constant
of the chain as functions of V0 for θ = 5/7 (N = 20, M = 28, N∗ = 60) and ω0y = 2.
The figure shows two bifurcations of the atomic structure [825].

first transition to the ZGS which was continuous, are discontinuous. Namely,
close to a transition point both configurations, e.g. the zigzag and rhom-
boedric ones, are stable, but one of them corresponds to the GS while another
to a metastable configuration with a higher energy. At the transition point,
the energies of both configurations become equal one another. The sequence
of the GS structures can be described qualitatively in the following way. When
the longitudinal substrate potential is negligible (e.g., when ω0y � ω0x), the
sequence of the ground state configurations may be viewed as broader and
broader stripes cut out from the 2D hexagonal lattice as shown in Fig. 11.3,
where the longitudinal lattice constant acell is determined by the atomic con-
centration θ [acell = (as/θ)s′, s′ = 2, 3, 4, 5, . . . for the zigzag, rhomboedric,
double zigzag, hexagonal, etc. configurations respectively], while the trans-
verse atomic displacements evolve to adjust to the transverse potential Vy(y).
On the other hand, for an asymmetric transverse potential such as the Toda
potential,

Vy(y) = ω2
0yy

2
anh [exp(−y/yanh) + (y/yanh) − 1] , (11.24)

where β = y−1
anh is the anharmonic constant, not only the first bifurcation but

also few higher-order ones, may be continuous [825].

11.3.2 Aubry Transitions

The cusp singularity of geff(V0) in the model with transverse degree of free-
dom has also a strong effect on the Aubry transition in the incommensurate
case. When the elastic constant g increases in the classical FK model, the
incommensurate structure exhibits the Aubry transition which can be un-
derstood in terms of atoms’ positions with respect to the maxima of the
substrate potential. For small interactions (i.e. for g < gAubry), the on-site
potential dominates. The atoms tend to stay near the bottoms of the wells,
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and there is a forbidden region near the maxima. As a result, the atomic
chain is pinned to the substrate because its translation requires moving the
atoms up in the substrate potential, over the maxima. On the contrary, for
g > gAubry, the configuration is dominated by the interaction and all the
values of the substrate potential are occupied by atoms, some of them be-
ing on the top of the barrier. When the atomic chain is translated over the
substrate, some atoms go down in the potential while others go up and there
exists no barrier to the translation.

The question which emerges is to what extent the introduction of a trans-
verse degree of freedom can affect the Aubry transition. The answer can be
derived from the behavior of the elastic constant geff versus V0, as described
above. Because the bifurcation point Vbif is determined by the curvature of
the transverse substrate potential, Vbif ∝ ω2

0y, while the Aubry transition
concerns essentially the longitudinal displacements, the relative positions of
the two transitions can change depending on model parameters. The follow-
ing three different scenario for the behavior of the system with increasing V0
can be predicted:

(a) The case of ω0y below a first threshold ω∗, ω0y < ω∗, such that
Vbif < VAubry. In this case the Aubry transition will not occur at all because
the first bifurcation, to a zigzag state, which reduces the effective interatomic
coupling, occurs before geff can reach the magnitude gAubry required for the
Aubry transition. Taking gAubry � 1 for the golden mean θg.m., the value ω∗

can be estimated as ω∗ ≈ 4/3;
(b) The case of large ω0y, ω0y > ω∗∗ (where ω∗∗ is a second characteristic

value), for which Vbif � VAubry and gAubry < gmin ≡ min geff(V0) for all
V0 within the ZGS. In this case the Aubry transition is observed when V0
reaches VAubry and the bifurcation which occurs later does not bring any
qualitative change in the system behavior because the minimum of geff after
the bifurcation is above gAubry. Only a higher-order bifurcation (e.g., to the
RGS) could bring a qualitative change. Taking gmin � 0.5 gbif , the value ω∗∗

can be estimated as ω∗∗ ≈ 4
√

2/3 ≈ 1.9 for θ = θg.m.;
(c) For intermediate ω0y, ω∗ < ω0y < ω∗∗, when V0 is increased, the

system undergoes first the Aubry transition in which the pinned GS is trans-
formed to a sliding GS. But then the bifurcation to the zigzag state can
reduce the average elastic constant below gAubry. The system undergoes a
reverse Aubry transition and the lattice gets pinned to the substrate again.
The further increase of geff which occurs after the minimum can cause again
a direct Aubry transition restoring the sliding state, at least up to the second
bifurcation.

These predictions were checked numerically by Braun and Peyrard [825]
for the chain of N = 34 and M = 47, which is close to θ′

g.m. = (3 +
√

5)/(5 +√
5) equivalent to the golden mean for the Aubry transition. In the case of the

transverse frequency ω0y = 1 for all values of V0 the elastic constant did not
reached the threshold value gAubry � 1, and the GS is pinned for all V0. For
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the case of ω0y = 2 the Aubry transition took place in the TGS. Then, after
the bifurcation the atomic displacements decreased slightly however, up to the
second bifurcation, simulation showed atoms close to potential maxima, so
the sliding phase persists up to the second bifurcation point. A more sensitive
test was provided by the calculation of the linear response of the atomic chain
to an external dc force F applied to all the atoms, along the direction of the
x axis. Calculating the mean shift of the atoms, ∆xshift = N−1 ∑N

i=1(xi −
x

(0)
i ), with respect to their positions without the force, x(0)

i , we can define
a susceptibility as χ = ∆xshift/F . One can expect χ → ω−2

0x in the limit
V0 → 0, and χ → ∞ in the sliding state. Because in a numerical simulation
the value θ is always rational, the GS will stay slightly pinned even above the
Aubry transition. The results of the simulation have shown a sharp drop of
χ−1 when the Aubry transition was reached and then χ−1 stays practically
equal to zero (χ−1 ≈ 5 10−4) for the whole range VAubry < V0 < V

(2)
bif , so

that the GS in this case is really very close to the sliding state in spite of the
finiteness of the system.

Fig. 11.5. (a) Longitudinal displacements, (b) the average elastic constant, and (c)
inverse susceptibility χ−1 versus V0 for the “incommensurate” structure (θ = 34/47,
N∗ = 34) for ω0y = 1.5. The inverse susceptibility shows the existence of a reverse
Aubry transition followed again by a direct transition for which χ−1 drops again
to zero [825].

The results for the case of ω0y = 1.5 corresponding to the intermediate
case (c), are shown in Fig. 11.5. As in the previous case, the Aubry transition
takes place before the bifurcation, and then geff continues to rise to the value
gbif = 1.189 [see Fig. 11.5(b)]. But after the bifurcation which takes place
at Vbif = 381, the elastic constant geff decreases and reaches the minimum
gmin = 0.771 which is lower than gAubry at V0 = 1079. Fig. 11.5(b) shows
that, in the vicinity of the minimum of the function geff(V0), the atomic dis-
placements decrease strongly and there is not any more an atom on top of
the maxima of Vx(x). Thus, in the region near the minimum of geff(V0) the
GS is pinned again. This is confirmed by the behavior of the susceptibil-
ity [Fig. 11.5(c)] which attests that one have observed the predicted reverse
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Aubry transition from the sliding to the pinned state at V0 = 578 when
geff = 0.898. With further increase of V0, after reaching the minimum the
elastic constant increases again, and at V0 = 879 when geff = 782 the system
undergoes a second direct Aubry transition before the second bifurcation.
After the second bifurcation, the state becomes pinned forever.

11.3.3 Classification of Kinks

Next step of study of the zigzag model is to investigate its topological ex-
citations, which are responsible for many aspects of the system behavior,
in particular, for mass transport. Recall that the standard FK model has
only two types of kinks, the kink which describes the minimally possible
topologically-stable compression of the chain, and the antikink which de-
scribes the analogous expansion of the chain. The simplest case corresponds
to the trivial ground state with θ = 1, so that the lattice is Bravais and
each minimum of the external potential is occupied by one atom in the GS.
In this case the kink (antikink) configuration describes an extra atom (va-
cancy) inserted into the chain, when all other atoms are relaxed in order to
adjust to the created local perturbation. But when θ = r/p (r and p being
integers) with r �= p, the elementary cell of the crystalline GS is non-Bravais
(i.e., it contains more than one atom), and the situation becomes nontrivial
even for the standard FK model. In particular, now the kink is character-
ized by a fractional atomic number p−1, so that one additional atom inserted
into the chain, produces p kinks. For the zigzag model the determination of
a structure of topological excitations is a complicated problem. First, there
may exist excitations of different kinds. Second, a question emerges how to
find the elementary excitations which then may be used for construction of
any other topological excitation. Below we describe, following the paper of
Braun et al. [826], a general procedure which allows to find these elementary
excitations for any complex GS.

Let us consider a complex GS of the FK model with θ = r : p, so that
the period of the GS structure is p (here we take the period of the external
potential as the unit of length), and each elementary cell of the GS consists
of r atoms (we use the notation θ = r : p instead of θ = r/p in order to
emphasize that r and p for nontrivial GS may have a common divisor as,
for example, in the ZGS, where r = p = 2). Then, the idea is to treat the
complex θ = r : p GS of the chain as that consisting of r subsystems (sub-
chains), each being characterized by the trivial structure. In a single subchain
we may create kinks (subkinks) if we simply shift the right-hand side of the
subchain for an integer number of periods of the substrate potential. In this
way we may consider any topological excitation of the whole system as that
constructed of subkinks. However, the subchains strongly interact with each
other. Consequently, many combinations of subkinks are forbidden, because
the right-hand side of the chain must correspond to a true GS configuration.
Thus, the problem reduces to looking for allowed combinations of subkinks,
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and then to distinguishing those combinations which correspond to elemen-
tary ones, so that any other combination can be constructed of the elementary
ones.

The whole symmetry group S of the θ = r : p GS may be splitted into
two subgroups, S = F ⊗G. The first subgroup F is Abelian, F ≡ {Tn},
where n = 0,±1, . . . It is generated by the operator T which describes the
translation of the chain as a whole for the distance p (i.e., for one period of
the GS structure). The second subgroup G is the finite (“point”) group which
describes a local symmetry of the complex elementary cell. For the trivial GS,
where all atoms are aligned to a line, G is the cyclic group consisting of p
elements. G is generated by the operator G, G ≡ {Gl}, l = 0, 1, . . . , p − 1
and Gp = G0 = 1, where G corresponds to the translation of the chain as a
whole for the unit distance (i.e., for one period of the substrate potential).
On the other hand, when the GS is nontrivial, the point group G includes
additionally the element J (J2 = 1) which describes the “inversion” of the GS.
For example, in the zigzag-FK model above the first bifurcation point, when
the atoms in the GS are shifted from the line in the transverse direction, the
action of J on the GS produces the “mirror image” of the state with respect
to the chain’s line. Thus, for the case when r and p are not relative prime
and r is even, the GS is additionally doubly degenerated.

In a general case, in order to create a topological excitation in the chain,
we have to choose an element of the whole symmetry group and to act by
this operator on the GS thus obtaining a new GS configuration, and then to
look for the kink configuration which links the old and new ground states,
i.e. to find the minimum-energy configuration with the boundary conditions
at infinities when the left-hand side of the chain is kept in the old GS, while
the right-hand side, in the new GS.

Although a total number of topological excitations is infinite (but count-
able), all of them may be constructed of few kinds of “elementary kinks”.
To find the structure of elementary kinks, let us consider the whole system
as that constructed of r subchains. The each subchain being considered in-
dependently from other subchains, has the trivial GS configuration, i.e. the
elementary cell of the subchain contains one atom only. Analogously as it was
done above, we can define the translation operators Gi and Ti, i = 1, 2, . . . , r
acting on the i-th subchain only. Any element S(α) of the whole symmetry
group, S(α) ∈ S, may now be presented as a product of elements of the
subchain’s subgroups Gi and Fi,

S(α) =
r∏

i=1

G
g
(α)
i
i

⊗
T
t
(α)
i
i , (11.25)

where g
(α)
i and t

(α)
i are integers. But the contrary statement is not true,

the set of all products
∏
iG

g
i

⊗
T ti exceeds the set S. Indeed, because the

subchains are strongly interacting, a relative arrangement of the subchains in
the GS must not be violated, and this leads to a constrain on the admitted
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values of the integers g(α)
i in Eq. (11.25). Namely, the following condition

must be fulfilled for all subchains simultaneously:

g
(α)
i mod p = g(α), i = 1, . . . , r. (11.26)

If we will name g(α)
i mod p as the “color” of the i-th subchain, the condition

(11.26) means that in the GS all subchains must have the same color g(α).
In the way described above, we may construct any topological excitation

of the system. Recalling that the operator Gi being applied to the right-hand
side of the i-th subchain, creates the subkink in this subchain (and, analo-
gously, the inverse operator G−1

i creates the sub-antikink), we see that any
topological excitation may be treated as that consisting of a corresponding
set of subchain’s subkinks. Because the GS of an isolated subchain is trivial
and is characterized by the dimensionless concentration θi = 1/p, a single
subkink (sub-antikink) has the topological charge p−1 (or −p−1). Therefore,
a topological excitation of the whole system can be characterized by the
topological charge Q(α) = q

(α)
tot /p, where

q
(α)
tot =

r∑

i=1

(
g
(α)
i + pt

(α)
i

)
. (11.27)

Thus, the only question which remains still open, is how to classify the
topological excitations, i.e. to select those excitations which may be consid-
ered as the simplest, or elementary ones. Taking into account that topological
charges (11.27) are additive, so that the topological charge of a complex ex-
citation is the sum of topological charges of the elementary excitations, it is
not difficult to guess that the elementary excitations should correspond to
those with minimum topological charges such as qtot = 0 and 1 or 2.

From Eqs. (11.26) and (11.27) it follows that qtot may be presented as

qtot = rg + ph, (11.28)

where r and p are the given integers determined by the concentration θ, the
color g must be within the interval

1 ≤ g < p, (11.29)

and h is an integer. So, the problem reduces to looking for such integers g
[from the interval (11.29)] and h, which minimize the absolute value of qtot
defined by Eq. (11.27) for the given θ = r : p. Let us proceed further in two
steps.

Step 1. Suppose that the minimum |qtot| is equal one. In this case
Eq.(11.28) takes the form (we change here h → −h and put qtot = −1 for
the sake of convenience)

ph = 1 + rg. (11.30)
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Suppose also that r and p are relative simple, so that the integer equation

ph = rg (11.31)

has no solutions.
Let us put p points on a circumference and numerate them from 0 to p−1

as shown in Fig. 11.6. Then, let us begin from the point number 1, a0 = 1,
and make the anticlockwise revolution moving by “large” steps, each of r unit
steps. After the first turn made in a few “large” steps, we come to a point a′

1
which is the most close one to the initial point a0. Calculate the integer

s1 = (p − a0) mod r. (11.32)

If s1 = 0, then a′
1 = 0 (recall the points with numbers p and 0 coincide), and

Eq. (11.30) has the solution with h = 1, while the color g is determined by
the number of “large” steps during the first turn.

0=p=2p=...

p-1

1=a

2

3

0

Fig. 11.6. Construction of elemen-
tary topological excitations.

Otherwise, if s1 �= 0, then a′
1 = p−s1, and the next point in the anticlock-

wise direction is a1 = r − s1 �= a0 [to prove that a1 �= a0, let us suppose that
a1 = a0, and then we get r−s1 = 1, (p−1) mod r = r−1, p−1 = jr+r−1 (j
is an integer), and finally p = (j +1)r which contradicts with the assumption
that Eq. (11.31) has no solutions]. Then, starting from the point a1, after the
second revolution we come to a point a′

2. Calculate

s2 = (p − a1) mod r. (11.33)

If s2 = 0, we have a′
2 = 0, so that h = 2 in Eq. (11.30). Otherwise, the next

point is a2 = r − s2. Again in the same way one can prove that a2 �= a1
and also a2 �= a0. Thus, after each turn we come to a new point in the
circumference. But because the number of these points is finite (equal to p),
after a finite number of steps we finally come to the point with the number
0, and the number of turns just gives the value of h. So, we have proved that
Eq. (11.30) always has a solution provided Eq. (11.31) has no solutions, and
have shown how to find it.
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Step 2. Now let us suppose that Eq. (11.31) has a solution. It is easy to
see that it is true, if and only if p and r have a common divisor j0 > 1, i.e. if

p = p0j0 and r = r0j0. (11.34)

Indeed, represent the product Π = ph = rg as

Π = i1 . . . im︸ ︷︷ ︸
r

R

p︷ ︸︸ ︷
im+1 . . . in︸ ︷︷ ︸

g

, (11.35)

where i1, . . . , in are simple integers. From (11.35) we see that if r and p have
no common divisors, it should be g = Rp with R > 1, but this is forbidden
due to the restriction (11.29).

Let j0 corresponds to the greatest common divisor. If we now put g = p0
and h = −r0 in Eq. (11.28), we obtain qtot = 0, i.e. we have found one kind of
kinks with zero total topological charge. Putting qtot = 0 in Eq. (11.27) and
taking into account Eq. (11.26), one can see that the elementary excitations
should correspond to the integers g = p/2 and h = r/2.

Besides, in the present case there exist also solutions with nonzero topo-
logical charge equal to Q = j0/p. Their structure can be found from a solution
of the equation

p0h = 1 + r0g (11.36)

similarly as it was done above in Step 1, because now the integer equation
p0h = r0g has no solutions.

To summarize, when the point group G does not include the inversion
operator J so that r and p are relative simple, the θ = r : p GS admits the
existence of a single kind of elementary topological excitation, the SG-type
kink with the topological charge Q = 1/p. The kink structure in this case
may be found from a solution of the integer equation (11.30).

Otherwise, when r and p are not relative prime and have the greatest
common divisor j0, the θ = r : p GS supports the existence of two kinds of
kinks. The first kind is the φ4-type kink, it has the topological charge Q = 0,
and its structure is characterized by the color g = p/2. The second kind of
kinks is the SG-type kink with the topological charge Q = j0/p, and its struc-
ture is determined by Eq. (11.36). We will call these two kinds of kinks as the
“massive” kink (MK) and the “nonmassive” kink (NMK) correspondingly,
because mass (charge) transport along the chain may be carried out only by
kinks with nonzero topological charge, i.e. by the “massive” kinks. Note that
in the zigzag model there is no constrains on a sequence of kinks of different
kinds.

If we denote by k (k̄) the subkink (sub-antikink) in a subchain, the el-
ementary topological excitation K of the whole system may be represented
as a set of r elements such as K = {g1k, g2k, . . . , grk}. For example, Fig. 5.4
shows the structure of elementary kinks for the trivial θ = 3:5 GS. Because
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3 and 5 are relative simple, in this case we have only one kind of kinks,
the SG-type kink with the topological charge Q = 1/5. Equation (11.30) in
this case has the solution for g = 2 and h = 1, so that the kink structure
is characterized by g1 = 2, g2 = 2 and g3 = −3, or K = {2k, 2k, 3k̄}. It
is interesting that this structure essentially differs from that which might
be expected from a naive approach. Indeed, if we, following the kink defini-
tion as the minimally possible compression of the chain, simply compress the
chain by shifting its right-hand side for one period of the substrate potential
to the left, we create the topological excitation with the topological charge
Q = 3/5 and the structure {k, k, k}, which then has to be splitted into three
elementary excitations,

To illustrate the conclusions made above, let us describe the kinks for the
zigzag model. The ZGS is additionally doubly degenerated, j0 = 2, and we
have two kinds of kinks, the “massive” kink MK = {k, k} with Q = 2/p and
the “nonmassive” kink NMK = {k, k̄} with Q = 0. In a more complicated
case of the “rhomboidal” GS, e.g., for θ = 3:4, which arises after the second
bifurcation, the solution of Eq. (11.30) is h = g = 1, so that the kink structure
is K = {k̄, 3k, k̄}.

Note that all topological excitations with the same total topological charge
are identical from the topological point of view. For example, the “massive”
kink for the “double-zigzag” GS has the structure K = {k, k, k, k}. But the
configurations K = {k, 5k, 3k̄, k} and K = {3k̄, 5k, 3k̄, 5k} describe the same
topological excitation as well. Besides, any subchain may contain addition-
ally any number of k-k̄ pairs. All these configurations are different from the
physical viewpoint, in particular, they may be characterized by different po-
tential energies. One of them corresponds to minimum of the system poten-
tial energy, others may correspond to local minima or saddle configurations.
Because the configurations with the same topological charge may be trans-
formed to each other in a continuous way, the strategy developed above helps
to look for possible trajectories of motion of a kink along the chain. Besides,
owing to intrinsic structure of kinks for a complex GS, the kinks have to
have intrinsic (“shape”) modes which describe oscillations of the subkinks
with respect to each other. Note also that the subkinks consisted the kink,
are to be spatially bounded in a localized region, because a displacement of
a single subkink from the region of the kink localization leads to increasing
of the system energy linearly with this displacement. Thus, in this sense the
subkinks remind quarks of the field theory, while the kink, an elementary
particle constructed of the quarks.

11.3.4 Zigzag Kinks

Typical structures of the massive kink and antikink and the nonmassive kink
for the θ = 1 zigzag GS are shown in Figs. 11.7–11.8. To find the kink
parameters analytically, first let us recall that for the one-dimensional FK
model the motion equations in the continuum limit, g ≡ V ′′

int(as) � 1, reduces
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to the sine-Gordon equation with a correction term due to anharmonicity of
the interparticle interaction (for 1D kinks we use the sub-index “0”),

∂2u

∂t2
−D2

0
∂2u

∂x2

(
1 − α0D0

∂u

∂x

)
+ sinu = 0, (11.37)

where
D0 = 2π [V ′′

int(as) + 4V ′′
int(2as)]

1/2
, (11.38)

α0 = − (2π/D0)
3 [V ′′′

int(as) + 8V ′′′
int(2as)] , (11.39)

and we had taken into account the interaction of nearest and next-nearest
neighbors in order to make later a comparison with zigzag kinks. Anhar-
monicity of the interatomic potential breaks the symmetry between a kink
and antikink,

m � 4
πD0

(
1 − π

6
σα0

)
, (11.40)

εk � 1
2π

{
8D0 − 2π2σ [2V ′

int(as) + V ′
int(2as)] − π

3
σα0D0

}
. (11.41)

It is clear that the results (11.38)–(11.41) remain valid for the zigzag model
as long as the GS is one-dimensional.

Fig. 11.7. Left: (a) One-dimensional kink and massive kink on the background of
ZGS: (b) the minimum-energy configuration and (c) the saddle configuration. The
dashed lines show the positions of substrate maxima. Right: The same but for the
case of a massive antikink [827].

To derive similar motion equations for kinks on the background of θ = 1
ZGS, let us use, following the work of Braun et al. [827], the ansatz

xl = las + ul, yl = (−1)lwl, (11.42)

and assume that the values of wl slightly differ from b so that the parameter
z = (wl+wl−1)2−4b2 may be considered as a small one. Additionally, assume
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Fig. 11.8. Nonmassive kinks on
the background of ZGS: (a) the
minimum-energy configuration and
(b) the saddle configuration [827].

that |ul−ul−1| ∼ z � as, and expand the potential Vint(r) in a Taylor series
around r0 =

√
a2
s + 4b2 up to the second order in small z. The reduced

Hamiltonian may be written as

H =
∑
l

{ 1
2 ẋ

2
l + 1

2 ẏ
2
l + 1

2ω
2
0yw

2
l + (1 − cosul) − 1

2πω
2
0y(ul − ul−1)

−πω2
1(ul − ul−2) − 1

8ω
2
0y(wl + wl−1)2 +B1(ul − ul−1)2

+B2
[
(wl + wl−1)2 − 4b2

]
(ul − ul−1) + 1

8πB2
[
(wl + wl−1)2 − 4b2

]2

− 1
8ω

2
1(wl − wl−2)2 + 1

2g1(ul − ul−2)2
}
,

(11.43)

where g = V ′′
int(r0), g1 = V ′′

int(2as), ω
2
1 = −(2/as)V ′

int(2as), B1 = r−2
0 (4π2g −

ω2
0yb

2) and B2 = (π/4r20)(ω
2
0y + 4g). In the continuum limit approximation,

equations of motion corresponding to the Hamiltonian (11.43) may be written
in the following form (w̃ = w/b):

−δ21
d2u

dx2 + sinu = 16πB2b
2w̃

dw̃

dx
, (11.44)

−δ2 d
2w̃

dx2 − w̃ + w̃3 = −2π2

b2
w̃
du

dx
− 3π2

[
w̃2 d

2w̃

dx2 + w̃

(
dw̃

dx

)2
]

(11.45)

(we dropped here the time derivatives since we are interesting in static proper-
ties only), where δ21 = 8π2(B1+2g1) and δ2 = π2

[
1 + (π/8b2B2)(ω2

0y − 4ω2
1)
]
.

Therefore, for the longitudinal displacements the kink shape is described
by a perturbed version of the SG equation while the transverse displacements
are described by a perturbed φ4-model. Indeed, let us suppose that in one di-
rection the kink is absent. This may be reached if we demand a corresponding
boundary condition in this direction and assume that one of the parameters,
δ1 or δ, is small (while the other one is large, which is necessary for the con-
tinuum limit approximation). For example, for the massive kink we should
take δ � δ1 and limx→±∞ w(x) = 0, then from Eq. (11.45) we obtain
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w � b− π2

b

du

dx
(11.46)

(a more rigorous approach was developed by Braun et al. [827]). The relation
(11.46) remains valid until b � 1. Substituting (11.46) into (11.44), we obtain
the perturbed SG equation (11.37) but now with the parameters

D = 2π
(

4g1 − 1
4
ω2

0y

)1/2

(11.47)

and

α = − 1
D3

[(
π2

b

)2 (
ω2

0y + 4g
)

+ (4π)3V ′′′
int(2as)

]
(11.48)

instead of D0 and α0, respectively. When α is small, the perturbation theory
for the kink of SG equation can be applied, and the approximate kink solution
of Eq. (11.37) can be written as

u(x) = 4 tan−1 exp
(
−σx

D

)
+

4
3
α

tan−1 [sinh(x/D)]
cosh(x/D)

. (11.49)

When a kink moves along the adiabatic trajectory in the 2D model, its
effective mass is defined, instead of Eq. (5.36) of the 1D model, by the ex-
pression

m(X) = ma

∑

l

[(
∂xl
∂X

)2

+
(
∂yl
∂X

)2
]
, (11.50)

where X is the coordinate of the kink center. Using this definition, we obtain
the effective mass of the massive kink,

m =
4
πD

(
1 +

π4

3D2b3
− π

6
σα

)
. (11.51)

Note that this expression differs from Eq. (11.40) by the second term which
appears due to the transverse degree of freedom, it gives the main contribution
to the kink mass after the leading term and increases the effective masses of
both kink and antikink. Analogously one can calculate the rest energy of the
massive kink,

εk =
1
2π

[
8D + 2π3σ(ω2

0y + 4ω2
1) − π

3
σαD

]
. (11.52)

Unlike the case of the standard FK model, where the energies of kink and
antikink were equal, in the zigzag model they are different. The most crucial
difference in the energies of kink and antikink is due to the second term in
Eq. (11.52), i.e. in the ZGS the kink-antikink symmetry is violated for the
massive kinks even if we will use the harmonic interaction between atoms.



11.3 Zigzag Model 409

Moreover, contrary to the 1D model with anharmonic interactions, now the
effective width of kink is smaller than that of antikink.

When only a nonmassive kink is present in the chain, we should take δ1 �
δ and limx→±∞ u(x) = 0. Then from Eq. (11.44) we have u � 16πB2b

2w̃w̃x
and, after the change of variables, x → δx̃, Eq. (11.45) is reduced to the
perturbed φ4 equation

−d2w̃

dx̃2 − w̃ + w̃3 = −γ
[
w̃2 d

2w̃

dx̃2 + w̃

(
dw̃

dx̃

)2
]
, (11.53)

where the parameter γ = (π2/δ2)(32πB2 +3) is assumed to be small (for δ �
1). Therefore, similarly to the previous case, we may apply the perturbation
theory for the kink of φ4 equation to obtain the approximate kink’s form as
follows,

w̃ = σ

[
tanhχ− γ

2 cosh2 χ
(tanhχ− χ)

]
, (11.54)

where χ = x/
√

2δ. For the nonmassive kink, the transverse degree of freedom
gives the same contribution to the kink mass as the correction term to its
form, since γ ∼ 1/δ2. Using (11.54) and the definition (11.50), we obtain the
kink’s mass as

m �
√

2b2

3πδ

[
1 +

γ

10
+

2
7

(
16πB2b

δ

)2
]
. (11.55)

If we take into consideration that
∫ +∞

−∞ dxux = 0 due to boundary condi-
tions, then in the continuum-limit approximation the system energy (11.43)
may be rewritten in the form

E � 4b4B2

π2

∫ ∞

−∞
dx

[
δ2

2

(
dw̃

dx

)2

+
1
4
(1 − w̃2)2 − γδ2

2
w̃2

(
dw̃

dx

)2
]
, (11.56)

so that the energy of a single nonmassive kink is

εk � 16
√

2
3

b4B2δ

(
1 − 3

10
γ

)
. (11.57)

Figure 11.9 shows the numerical results of Braun et al. [827] for the
kink energies when the frequency of transverse potential varies while the
parameters of the interaction potential are kept fixed [in these calculations
the exponential interaction, Vint(r) = V0 exp(−βr), was used instead of the
Coulomb one]. The continuum limit approximation (solid curves in Fig. 11.9)
gives rather good estimations for MK (circles) when ω0y < ω∗

k and for MK
(squares) when ω0y < ω∗ (the value ω∗ corresponds to the bifurcation of the
TGS, and ω∗

k, to that for the chain with a kink), when the conditions D � 1
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Fig. 11.9. Kink energies vs. trans-
verse frequency ω0y for massive kink
(circles) and antikink (squares), and
for nonmassive kinks (triangles). The
interatomic repulsion is exponential
[Vint(r) = V0 exp(−βr) with V0 = 200
and β = 0.3]. Solid curves show the
analytical results [827].

and α � 1 are satisfied. Unfortunately, for NMK an accurate analytical esti-
mation is available only in a very small region near ω∗, because the analytical
approach assumes the smallness of b, but this latter condition is valid only
in a small region (when γ � 1).

When the system is in contact with a thermal bath, the concentration of
thermally created kinks is determined by their energies, nk ∝ exp(−ε̃k/kBT ),
where ε̃k = 1

2 [εk(kink) + εk(antikink)]. From Fig. 11.9 one can see that
ε̃k(NMK) < ε̃k(MK). Therefore, in the ZGS the concentration of nonmassive
kinks is much higher than that of massive kinks, nk(NMK) � nk(MK), and
namely the nonmassive kinks will give the main contribution to thermody-
namic properties of the quasi-2D system such as heat capacity, free energy,
etc. On the contrary, dynamic properties of the chain (such as conductivity,
diffusivity, etc.) are determined by massive kinks.

Unfortunately, close the bifurcation point, where b � 1, the analytical
approach does not work. In the TGS but close to the transition point, the
kink structure drastically changes: in the kink core region, where the chain
is more compressed, the atoms begin to escape from the minima of Vy(y) as
shown in Fig. 11.10. The critical values of V0 corresponding to the bifurcation
to the ZGS are such that V (kink)

bif < V
(GS)
bif < V

(antikink)
bif . For the kink case,

the TGS–ZGS transition begins in the kink core region (i.e. in the region of
local compression of the chain), and then the zigzag structure extends over the
whole system. On the contrary, in the antikink case this transition ends in the
antikink core region which is the region where the chain is stretched locally.
The behavior of kink parameters can be understood in terms of the cusp of
the average elastic constant geff(V0). In particular, at V0 = V

(GS)
bif the kink

core region is already transformed to the zigzag state so that g(kink)
i < g

(GS)
i .

On the other hand, the transition to the zigzag shape within the antikink
core region occurs at larger V0, so that g(antikink)

i ∼ g
(GS)
i . Because the value
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Fig. 11.10. Shape of the kink
on the background of the trivial
ground state close to the bifurca-
tion point [827].

of the elastic constant g determines the parameters of topological excitations
such as the effective kink mass m and the height of the Peierls-Nabarro
potential εPN , it follows that, at and just above the bifurcation, we have
m(kink) > m(antikink) and ε(kink)

PN > ε
(antikink)
PN , i.e. we came to the inequalities

just opposite to those for the TGS.
The results of numerical calculation of the PN barriers (see Fig. 11.11)

are in agreement with this qualitative consideration. Note that although in
Fig. 11.11 the value of εPN seems go to zero when ω0y > ω∗ for MK and
ω0y > ω∗

k for MK, in fact these values for 1D kinks are only small but
not zeroes: εPN � 2 · 10−4 for MK and εPN � 5 · 10−5 for MK so that
εPN (MK) > εPN (MK). For the zigzag structure of kinks the PN barrier for
MK is larger than that for MK in a wide range of the parameter ω0y. Notice
also an additional maximum of the function εPN (ω0y) associated with the
appearance of the zigzag MK created on the background of TGS.

The PN barrier for NMK is shown in Fig. 11.11b by triangles. Recall
that nonmassive kinks exist provided ω0y < ω∗, i.e. for the ZGS only. It
is interesting that the function εPN (ω0y) has a local minimum at ω0y �
1.31. This effect is analogous to that known for a nonsinusoidal substrate
potential (see Sect. 3.3.3). Namely, for 1.31 < ω0y < ω∗ the minimum of the
potential energy is realized for the configuration shown in Fig. 11.8(a), while
the configuration of Fig. 11.8(b) corresponds to the saddle one. However, at
1 < ω0y < 1.31 the situation is just opposite: the configuration shown in
Fig. 11.8(a) corresponds to the saddle state, while the configuration shown
in Fig. 11.8(b), to the minimum-energy configuration. Moreover, close to the
value ω0y = 1.41 both the configurations of Figs. 11.8(a,b) correspond to
local maxima of energy, while the minimum-energy configuration is realized
at an intermediate state.
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Fig. 11.11. Peierls-Nabarro barrier as
function of the transverse frequency
ω0y for (a) massive kink (circles) and
antikink (squares), and (b) nonmassive
kink (triangles) for exponential interac-
tion [Vint(r) = V0 exp(−βr) with V0 =
200 and β = 0.3] [827].

The existence of a transverse degree of freedom results in a qualitative
change of the dependence of the diffusion coefficient on the atomic concentra-
tion. Recall that the chemical diffusion coefficient Dc coincides with the an-
tikink diffusion coefficient if the concentration of atoms θ is slightly lower than
the value θ = 1,Dc(θ) |θ=1−0= D−

c = Dk̄, because in this case the mass trans-
port along the chain is carried out by antikinks. Otherwise, when θ = 1+0, the
mass transport is carried out by kinks, and Dc(θ) |θ=1+0= D+

c = Dk. As long
as chain’s configuration is one-dimensional, the anharmonicity parameter α0
is positive, and εPN (antikink) > εPN (kink). Because Dk ∝ exp(−εPN/kBT ),
this leads to the inequality D−

c < D+
c . Thus, the function Dc(θ) jump-like

increases at θ = 1. However, in the zigzag FK model the repulsion forces
between the neighboring atoms in the region of a kink may exceed the forces
which hold the atoms within the 1D line. In this case the atoms begin to
escape out of the line, and the kink becomes less mobile than the antikink,
D−
c > D+

c , so that the jump in the function Dc(θ) at θ = 1 changes its sign.
As seen from Fig. 11.11, a zigzag massive antikink (a vacancy) is more mobile
compared with a zigzag massive kink (an additional atom in the chain) for a
wide range of ω0y values.



11.3 Zigzag Model 413

11.3.5 Applications

To estimate the value of the transverse frequency ω0y in realistic physical
systems, we may assume that, in a crystal, Vy(y) results from a periodic
potential Vy(y) = 1

2εsy[1 − cos(2πy/asy)], where εsy is the characteristic am-
plitude and asy is the characteristic distance for the transverse potential. For
this shape of Vy(y) we obtain ω2

0y = V ′′
y (0) = 2π2εsy/a

2
sy. For ions with a

unit elementary charge e, V0 = e2 in Eq. (11.14). Then, putting aA = as/θ
into Eq. (11.22), we find that the TGS–ZGS bifurcation takes place when θ
reaches a threshold value

θbif =

[
π2

2

(
as
asy

)2
εsy
e2/as

]1/3

. (11.58)

Taking as ∼ asy ∼ 3Å and εsy ∼ 0.1 eV, we obtain θbif ∼ 0.5. This is a value
which can easily be achieved in a real system such as atoms in the channel
of a superionic conductor or protons in hydrogen-bonded chains. Thus, a
usual picture of ions staying in line in a channel is too oversimplified, and the
possibility of ionic motion in transverse directions could modify significantly
some conclusions obtained within the framework of the standard FK model,
for example those concerned with existing of sliding mode as was discussed
in Sect. 11.3.2.

The accounting of transverse degrees of freedom is very important in
modelling the adsorbed layers as well as in studies of the crowdion problem. In
particular, the TGS–ZGS transition occurring with increasing of the atomic
concentration, drastically decreases the mobility of topological excitations
in these systems and, therefore, modifies the dependencies of mobility and
diffusion coefficients on the concentration as was discussed in Sect. 11.3.4.

In applications to adsorbed systems, the zigzag model should be further
generalized. First, if the transverse degree of freedom describes the atomic
displacements perpendicular to the surface, this potential can no longer be
treated as parabolic one. When an atom moves away from the surface, the
transverse potential has to tend to a constant, the “vacuum level” for an atom
taken away from the surface. As the potential must also exhibit a minimum
near the surface to describe the sticking of the overlayer on the substrate,
the transverse potential must be nonconvex. For example, the potential per-
pendicular to the surface may be taken in the Morse form,

Vy(y) = εd
(
e−γy − 1

)2
, (11.59)

which goes to the finite limit εd (known as the adsorption energy) when
y → ∞. The parameter γ determines the anharmonicity and it is related to
the frequency ω0y of a single-atom vibration in the normal direction by the
relation ω2

0y = 2γ2εd/ma. Contrary to the parabolic potential, the function
(11.59) is nonconvex, i.e. it has an inflation point at y = yinf ≡ γ−1 ln 2, so
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that ω2
eff(y) ≡ V ′′

y (y) > 0 for y < yinf , but ω2
eff(y) < 0 at y > yinf . Besides,

the total potential energy of a single atom near the substrate has now to be
written as

Vsub(x, y) = Vx(x)e−γ′y + Vy(y). (11.60)

The exponential factor in the first term of the right-hand side of Eq. (11.60)
takes into account the decrease of influence of the surface corrugation as the
atoms move away from the surface, so that Vsub(x, y) → εd when y → ∞.

The exponential factor exp(−γ′y) in Eq. (11.60) introduces a coupling
between the x and y displacements. As the result, the atoms which are dis-
placed from the minima of the substrate potential in the x direction, should
additionally be forced in the transverse direction. It is easy to see that if an
atom is shifted of ∆x (∆x < 1

2as) along the chain from the corresponding
minimum of Vsub(x, y), at the same time it is submitted to a force in the y
direction which shifts it in the normal direction of the quantity

∆y ≈ 1
2
γ′
(
ω0x

ω0y

)2

(∆x)2. (11.61)

Therefore, a submonolayer structure of adsorbed atoms at θ �= 1, which may
be considered as a kink or antikink superstructure with the period aθ =
as/|1−θ|, should be corrugated in the normal direction with the same period
aθ.

Second, the interaction potential should include both repulsive and at-
tractive branches as, for example, the Lennard-Jones or Morse potentials,
therefore it must be nonconvex too. The zigzag model generalized in this

way, may be used for a qualitative explanation of adsorbed systems with more
than one monolayer. Namely, with increasing of the atomic concentration, the
atoms form first the 1D chain at the minimum of Vy(y) which corresponds
to a “first monolayer” of the adsorbed film. However, when the first layer
becomes complete, further increasing of θ will lead to atomic configurations
where new atoms have y > yinf and they form the “second monolayer”. As
was shown by Braun and Peyrard [828], at some subtle but realistic choice of
model parameters, an atom for the θ ∼ 1 case may have two stable positions,
one corresponds to the atom inserted into the first layer, and another with
this atom in the second layer. Thus, the model may exhibit the following
“reconstructive growth scenario”: at θ ≤ 1 the atoms fill the first layer, while
at θ > 1 new incoming atoms occupy the second layer. However, when the
concentration θ increases above some threshold value θ = θ′, the incoming
atoms continue to fill the second layer but, at the same time, they stimulate
the escaping of atoms from the underlying first layer to the second layer,
causing the reconstruction of the structure of the growing film. Then, for
θ′′ < θ ≤ 2 (where θ′′ is the second threshold value) the escaped atoms are
pulled back into the first layer, and the film continues to grow in a usual way,
new incoming atoms being placed over the completely filled first layer. Thus,
within the interval θ′ < θ < θ′′ the GS structure corresponds to a partially
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filled first layer, while at 1 ≤ θ < θ′ and at θ′′ < θ < 2, to a completely filled
first layer. Such sequence of structures of adsorbed atoms was observed in
the experiments for a lithium film growing on the (112) surface of tungsten
or molybdenum [829, 830].

The same model was also used by Braun et al. [831] to describe the
“solitonic-exchange” diffusion mechanism. When the first adsorbed layer is
complete and new incoming atoms start to fill the second adlayer, the diffu-
sion in the second layer follows usually the same laws as that in the first layer
because the adatoms of the first monolayer play the role that substrate atoms
played for the diffusion of the adatoms of the first layer, i.e. the first-layer
adatoms create an external potential for the second-layer atoms. However,
for the model described above the situation is more complicated owing to
exchange of atoms between the first and second adlayers. As was described
above, in some parameter range of the model the formation of a metastable
defect in which an atom of the second layer penetrates into the first layer, is
possible. In this metastable configuration the extra atom creates a localized
solitonic excitation (kink), which usually has a very high mobility. Thus, even
if the lifetime of the metastable configuration is small at a nonzero tempera-
ture, it may play the main role in the overall surface diffusion, generating an
unusual temperature dependence of the diffusion coefficient. Such a diffusion
mechanism is a two-step exchange diffusion mechanism. The main difference
with one-step exchange diffusion is that the configuration with the adatom
inserted into the first adlayer, now corresponds to a metastable state instead
of the unstable (saddle) state as usually occur in the exchange mechanism.
For this “exchange-solitonic” mechanism the diffusion follows the Arrhenius
law at low temperatures, but the activation energy corresponds now to the
difference in energies between the metastable state and the ground state (and
not to the barrier for the transition from the second adlayer to the first one),
while the preexponent factor is determined by the kink diffusion coefficient
and essentially depends on temperature. A similar behavior was observed by
Black and Tian [832] in a molecular dynamics experiment, where an isolated
Cu adatom, which is diffusing on the Cu(100) surface, may enter the first
substrate layer and create there a strain along a close-packed row. This lo-
calized excitation (crowdion) moves along the row for a distance of several
lattice constants, and then the strain is relieved by an atom in the strained
row popping out and returning to the surface. The simulation showed that
this diffusion mechanism becomes important at high enough temperatures
(T ∼ 900 K for the Cu-Cu(100) adsystem).

11.4 Spring-and-Ball Vector 2D Models

In a general 2D FK model the atoms are allowed to move in both directions, so
that a vector field variable, ulx,ly ≡ {uxlx,ly , uylx,ly}, has to be associated with
each atom. Vector models are closely connected with realistic physical objects
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such as atomic layers adsorbed on crystal surfaces. In a general case, now we
should take into account the interaction between all atoms in the system. If,
however, one wish to simplify the model taking into account the interaction
of a small number of nearest neighbors only, we have to restrict artificially the
consideration by the configurations with small atomic displacements within
the corresponding elementary cells.

Thus, the model Hamiltonian for the truly 2D vector FK model takes the
form H = K+Uint+Usub, where the kinetic energy K is generalized trivially,

K =
ma

2

∑

l

|u̇l|2. (11.62)

For the sake of simplicity, one may assume that the interaction between the
atoms is isotropic,

Uint =
1
2

∑

l �=l′
Vint(|rl − rl′ |), (11.63)

where rl is the atomic coordinate and Vint(r) is the pairwise potential which
may be approximated by a harmonic function in the simplest case (the spring-
and-ball model). The substrate potential energy is

Usub =
∑

l

Vsub(rl), (11.64)

where Vsub(r) describes the symmetry of the substrate (for example, the
potential produced by the first surface layer of the substrate in the case of
adsorbed films). In particular, for the rectangular substrate lattice with the
asx × asy elementary cell the function Vsub(x, y) may be modelled as

Vsub(x, y) =
εx
2
Vs(2πx/asx) +

εy
2
Vs(2πy/asy)

+
1
4
(εmax − εx − εy) Vs(2πx/asx) Vs(2πy/asy), (11.65)

where εmax is the maximum of the 2D potential, εx and εy are the activation
(saddle) energies for motion in the x and y directions respectively, and Vs(x)
is a suitable periodic function normalized so that Vs(0) = 0 and Vs(π) = 2,
for example, Vs(x) = 1 − cosx. For the square lattice such as the (100) face
of cubic crystals we have to put asx = asy = as and εx = εy = εs, while
for furrowed faces such as the (112) face of b.c.c. crystals we should take
asx < asy and εx < εy.

The triangular substrate lattices may be constructed in a similar way,

Vsub(x, y) =
1
2
ε

{
1 − cos(2πx/asx) cos(πy/asy) +

1
2

[1 − cos(2πy/asy)]
}
,

(11.66)
where the choice asy = asx

√
3/2 leads to triangular symmetry of the potential

minima separated by isotropic energy barriers of height ε. The frequency of
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atomic vibration near the minima in this case is also isotropic, ω0x = ω0y =
(ε/2m)1/2(2π/asx). The potential (11.66) can be represented as Vsub(x, y) =
1
4ε [3− cos(k1r)− cos(k2r)− cos(k1r+k2r)], where r = (x, y), and k1 and k2
are reciprocal vectors of the triangular lattice. A similar form of the potential
is often used in studies of atomic layers adsorbed on isotropic triangular or
hexagonal substrates [833, 834].

To classify different topological excitations of the vector 2D FK model,
it is convenient to consider firstly a single atomic chain placed into the 2D
substrate potential. When the whole chain lies within the same “channel” of
the 2D potential, i.e. if uyl = 0 at lx → ±∞ but uxl = 0 at lx → −∞ and
uxl = ±asx at lx → ∞, such topological excitation is called the edge kink
(ek). On the other hand, when the chain’s ends lie in different neighboring
valleys of the potential, i.e. uxl = 0 at lx → ±∞ but uyl = 0 at lx → −∞ and
uyl = ±asy at lx → ∞, such topologically stable excitation is called the screw
kink (sk). The screw kink and antikink have the same parameters because
they both correspond to a local extension of interatomic bonds. Usually,
εk(ek) > εk(sk) but εPN (ek) < εPN (sk).

Now let us consider the two-dimensional array of atoms as a system of
parallel atomic chains. If only one of the chains contains an additional atom,
such a configuration is called the crowdion. But when the every chain contains
one kink and the kinks belonging to nearest neighboring chains attract each
other, they will form a dislocation line (domain wall, linear soliton, etc.).
Depending on the type of kinks, the dislocation may be either edge or screw
types. Note that the edge dislocation is similar to the domain wall of the
scalar FK model considered above in Sect. 11.2.

In a general case a dislocation can be characterized by the Burgers vector
(see, e.g., Ref. [835]). If u ≡ (ux, uy), the Burgers vector is defined as

b ≡
∮

C

∂u
∂l

dl, (11.67)

where the integral is taken over a closed contour C. If the contour contains
no dislocations, b = 0. If the contour contains a dislocation, b is the closure
failure in circumscribing the dislocation. For the screw dislocation b is parallel
to the dislocation line, while for the edge dislocation b is perpendicular to the
line. In a general case, a dislocation has both edge and screw components.

11.4.1 The Ground State

In the case of harmonic interatomic interaction, the kinks in the nearest
neighboring chains attract one another, thus forming the chains of kinks, or
domain walls. Let us firstly consider the T = 0 ground state for the fixed-
density case. When θ = 1, i.e. the number of atoms is equal to the number of
minima of Vsub(r), the GS is trivial, all atoms lie at the minima of Vsub(r).
If θ �= 1 but a stress is applied in one direction only (namely, the periodic
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boundary conditions look as ulx+Nx,ly = ulx,ly +Nwb and ulx,ly+Ny = ulx,ly ),
the GS contains Nw parallel domain walls. This situation is similar to that
considered above for the scalar 2D FK model. However, if θ �= 1 and the
stress is applied in both directions, the GS will correspond to a cross grid of
dislocations.

Snyman and Snyman [836] have investigated numerically the GS for the
hexagonal substrate potential, modelling epitaxial monolayer structures on
the (111) face of a f.c.c. metal. The symmetries of the substrate potential and
the spring-and-ball monolayer are shown in Figs. 11.12(a,b). The computer
monolayer structure for the 4% natural misfit is as depicted in Fig. 11.13,
where four unit cells are shown. Two kinds of “coherent” adatom islands
are formed separated from each other by strips of dislocated atoms. These
computer results are perfectly consistent with that predicted by the elastic
theory of dislocations.

Fig. 11.12. (a) The substrate potential symmetry, and (b) the spring-and-ball
overgrowth film for the hexagonal interfacial symmetry [836].

Fig. 11.13. Computer monolayer structures for (amin −as)/as = 0.04 and different
values of δ: (a) δ = 0, and (b) δ = 0.7. The full circles indicate adatoms in proper
positions and the open circles denote atoms occupying improper positions. The dots
designate dislocated atoms in transition locations between proper and improper
positions [836].
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The investigation of the overgrowth layers with rectangular interfacial
symmetry is more complicated because the simple spring-and-ball model is
unstable with respect to shear deformations. Therefore the model should be
improved by taking into account the interaction of next-nearest (diagonal)
neighboring atoms. The corresponding elastic constants have to be selected in
a way to satisfy the requirements of the elasticity theory to define correctly
the shear modulus and Poisson ratio. Computer simulations [776, 837] in
agreement with the elastic theory predictions show that the misfit is accom-
modated by a cross rectangular grid of edge dislocations. Similarly, molecular
dynamics simulation for the hexagonal substrate symmetry predicts the for-
mation of honeycomb network of domain walls [838].

The theoretical investigation of the GS configurations at low misfit pa-
rameters shows that the important parameter of the system is the energy
εcross of domain wall crossing. If wall intersections are energetically favorable
(εcross < 0), a domain wall network should be created by a discontinuous
phase transition as the misfit increases [839]. Otherwise, if εcross > 0, the
theory predicts that a striped phase where walls are oriented only in one
direction, should arise first [815, 840], and only later the DW grid arises with
further increasing of the misfit, both phase transitions being continuous.

Now let us discuss briefly the T �= 0 ground state. The striped DW lattice
melts similarly to that of the scalar FK model. The melting of the honey-
comb network was investigated by Abraham et al. [838] with the help of
molecular dynamics. The simulation showed that with temperature increas-
ing, distortion from the perfect honeycomb structure becomes more preva-
lent, characterized by significant fluctuations from the symmetry directions,
wall thickening, and wall roughening (see Fig. 11.14). The attempts of an-

Fig. 11.14. Molecular dynamics pictures of the domain-wall network for an equi-
librium configuration as a function of concentration θ at fixed temperature T = 0.05
and as a function of temperature at fixed concentration θ = 1.013 for 103041 Kr
atoms interacting via Lennard-Jones potential and adsorbed on graphite [838].
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alytical solution of the problem were made by Bak et al. [839] (see also
Refs. [48, 503, 841] and references therein).

Finally, at large misfit between the substrate and overlayer, the homoge-
neous incommensurate structures emerge. As the coverage θ increases, the
angle between the substrate and the adatom structure may change abruptly
by the discontinuous phase transition [842, 843]. However, when temperature
varies but θ is kept fixed, the phase transitions may be continuous [844].

11.4.2 Excitation Spectrum

Analogously to the one-dimensional case, the two-dimensional FK model has
an infinite number of metastable states (configurational excitations) provided
the interatomic coupling is weak enough. These configurations can be again
considered in the framework of the standard map, i.e. as trajectories of an
artificial dynamical system with, however, two discrete “times” lx and ly
(note that the evolution in one “time” variable depends on the other). Most
of these configurational excitations are spatially chaotic. Approximating the
substrate potential by a piece-wise harmonic function, the energy of the con-
figuration can be calculated with the help of the Green function technique.
Then, the density of metastable configurations and their contribution to the
specific heat can be calculated. This program was elaborated by Uhler and
Schilling [845] for the spring-and-ball rectangular FK model. The results ex-
plain the glassy-like behavior of the system without inherent disorder.

The phonon spectrum of the two-dimensional FK model has been inves-
tigated by the molecular dynamics technique by Black and Mills [846].

11.4.3 Dynamics

Dynamic properties of the spring-and-ball vector FK model have been stud-
ied by Lomdahl and Srolovitz [847, 848] with the help of the molecular dy-
namics technique. The authors solved the Langevin motion equations for the
rectangular 30 × 30 FK model with θ = 1 as the reference structure. For
the initial configuration, they took the lattice with one edge or one screw
dislocation line, and then the system evolution under the action of an exter-
nal dc driving force (or the shear stress because the force is applied to the
“adatoms” only) was investigated. The parameters of the model were chosen
as εk(ek)/εk(sk) ≈ 7 and εPN(ek)/εPN(sk) ≈ 10−5 which are close to normal
conditions for crystals. The driving force was allowed to have both compo-
nents, F = (Fx, Fy). The results obtained can be summarized as follows:

(i) At T �= 0 the dislocation lines are thermally roughened similarly as
in the scalar model. The roughness increases with temperature rising but
decreases with increasing dislocation velocity. The screw dislocation has rela-
tively smaller roughness (due to larger PN barriers) comparing with the edge
dislocation;
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(ii) Due to inequality εPN(sk) � εPN(ek), the screw dislocation moves
much slower than the edge one. The motion of the screw is thermally ac-
tivated, its velocity is controlled by the rate of thermal nucleation of kink-
antikink pairs. Kinks on screws are edges and hence after nucleation they
propagate along the screw with large velocity because of small PN barriers;

(iii) The moving dislocation is damped by an intrinsic friction due to ra-
diation of phonons. The moving edge dislocation emits longitudinal phonons,
i.e. the phonon field has the same component as the Burgers vector. How-
ever, a moving screw dislocation emits phonons of both fields, the high fre-
quency transverse phonons (in the field of the Burgers vector) and the lower
frequency, smaller amplitude and much more weakly damped longitudinal
phonons in the field normal to b;

(iv) The examination of the temporal evolution of an initially circular
dislocation loop shows that the loop expands in an asymmetric form: the
edge components move much faster than do the screw components as it has
to be expected due to inequality εPN(sk) � εPN(ek);

(v) For the chosen model parameters the thermal creation of dislocations
(dislocation loops) is negligible. However, behind the moving edge dislocation,
small dislocation loops with the same Burgers vector as the initial straight
dislocation are nucleated [Fig. 11.15(b)]. These loops continue to grow until
impingement [Fig. 11.15(c)]. At impingement the loops loose their identity
and form into nominally straight dislocations [Fig. 11.15(d)]. The straight
dislocation formed in this manner and closest to the initial dislocation has
the same Burgers vector as the initial one. These two dislocations propagate
through the crystal much in the manner of a single double Burgers vector

Fig. 11.15. Dislocation
generation behind an
edge dislocation moving
under the action of an
applied force Fx = 0,
Fy = 0.175 and kBT =
0.15 at t = 0, 20, 30, and
40, respectively [848].
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Fig. 11.16. Dislo-
cation generation on
a static screw dislo-
cation (dashed line).
The applied force is
Fx = 0, Fy = 0.175,
kBT = 0.15, and times
are 17.5 (a), 30 (b), 55
(c), and 70 (d). The
solid curves correspond
to dislocations with
b = (0, as) [848].

dislocation. The loops nucleation is due to a cooperative effect between the
phonons radiated from a moving dislocation and the thermal field.

Besides, the nucleation of dislocation loops on the immobile screw dis-
location (pinned by the PN potential) was observed in the presence of the
applied force (Fig. 11.16). While these loops are growing and unpinning, addi-
tional loops are nucleated. Nucleation of dislocation loops occurs more easily
on the screw dislocation than in the bulk because for particular screw/edge
orientations the energy of the adjacent screw/edge dislocation is reduced

over that of the separated dislocations. Thus, while the homogeneous nucle-
ation of dislocation loops is usually improbable, the described heterogeneous
nucleation may occur at high enough stresses. At low stresses, however, dis-
locations may be produced by well known mechanisms such as Frank-Read
sources, cross-slip, etc.

Finally, we have to mention the paper by Gornostyrev et al. [849], where
the Langevin dynamics of the spring-and-ball model was simulated for the
case of triangular substrate potential.

11.5 Vector 2D FK Model

The behavior of the anisotropic trully-vector 2D FK model is almost iden-
tical to that of the 1D FK model [190], so it behaves similarly to the scalar
2D FK model discussed above in Sect. 11.2. The only difference is in the
transition to the final sliding state. The exact critical force depends slightly
on the external conditions, which means that the transitions do not occur
simultaneously in all the channels. When a channel has jumped to the sliding
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state, it enhances the probability for the neighboring channels to jump due
to interatomic interactions. This first channel corresponds therefore to a nu-
cleation event. On the contrary, the transition of a channel from the sliding
state to the locked state is almost independent of neighboring channels [190].

The ground state and statistical mechanics of the isotropic 2D FK model
can be described by the spring-and-ball model (see Sect. 11.4) with a good
accuracy. The nonlinear dynamics of the isotropic model, however, has to be
considered in the framework of the trully-vector 2D model, because mutual
atomic displacements may be too large. Unfortunately, investigations of the
isotropic 2D underdamped vector FK system are very limited, and there are
still a number of open questions, in particular: (i) How does the transition
begin for the commensurate θ = 1 system; does it start with the creation
of a DW–anti-DW pair (dislocation loop) or with the emergence of a run-
ning island? (ii) How does the transition proceed after the nucleation event?
(iii) How does the mechanism of the transition depend on the atomic con-
centration and on the layer structure? (iv) If a DW already preexists in the
system, is its motion stable, and up to what velocity? (v) Does a spatially
nonuniform “traffic jam” steady state appear during the transition? In the
next subsection we present some answer on these questions.

11.5.1 Locked-to-Sliding Transition

Braun et al. [850] considered a two-dimensional layer of particles with po-
sition vectors u = (ux, uy), subject to a periodic substrate potential (11.66)
with the triangular symmetry. The periodic boundary conditions in both
spatial directions x and y were used. The authors considered the cases of a
pairwise exponential repulsion between the atoms,

Vint(r) = V0 exp (−γr), (11.68)

with the choice γ = a−1
s , and the Lennard-Jones (LJ) interaction,

Vint(r) = V0

[(as
r

)12
− 2

(as
r

)6
]
, (11.69)

where r is the interatomic separation. The exponential case is purely repulsive
with no minimum in the potential. This situation corresponds, in particular,
to atoms chemically adsorbed on a metal surface, when, due to breaking of
the translational symmetry in the direction normal to the surface, the atoms
have a nonzero dipole moment which leads to their mutual repulsion [36]. For
the LJ interaction there is both attraction and repulsion, with a minimum in
the potential at the atomic separation r = as. When the atoms are closely
packed and experience only the repulsive branch of the interaction as, for
example, in the case of a lubricant film confined between two substrates,
both potentials are qualitatively the same. But when the layer has expanded
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regions, where the interatomic separation exceeds the equilibrium distance
r = as, the LJ potential may lead to first-order phase transitions.

The equations of motion for the displacement vectors of the N atoms ui
(1 ≤ i ≤ N) are given by

v̈i + ηv̇i +
d

dvi

[ ∑

j(j �=i)
Vint(|ui − uj |) + Usub(ui)

]
= F v + F vrand, (11.70)

where v = ux or uy, F v = Fx or Fy is the externally applied force (in the
simulation the driving force was chosen to act only in the x direction, i.e.
Fx = F , Fy = 0) and F vrand is the random force required to equilibrate the
system to a given temperature, T . The dimensionless system of units was
used (ma = 1, as = 2π and ε = 2, so that ω0 = 1 and the oscillation period
of a particle in the substrate potential is τs = 2π).

To characterize the system it is helpful to define the effective elastic con-
stant , geff = a2

sV
′′(r0)/2π2ε, where r0 is the mean interatomic distance. This

single number gives an indication of the strength of the elastic constant of the
layer of atoms relative to the strength of the substrate potential. A value of
geff much smaller than 1 indicates a relatively weakly coupled layer, whereas
a value much larger than 1 describes a stiff atomic layer compared with the
substrate depth. Both large and small geff correspond to physically relevant
systems. For a monolayer adsorbed on a surface, one is typically in the limit
of low geff [36]. A lubricant layer between two blocks of material corresponds
to the limit of large geff . The fact that one has a block of material and not
simply a free monolayer means that the layer immediately above the inter-
face has a much larger effective elastic constant. Although the disturbances
are limited to the layer of the block at the sliding interface, the other lay-
ers above help maintain the separation between the first layer and the lower
block, reducing the effective substrate potential depth. Also, the other layers
tend to lock the structure of the first layer, making it more rigid than a single
monolayer.

For the case of a closely packed atomic layer , θ = 1, the ground state
of the atomic layer has a triangular structure commensurate with the sub-
strate. The spectrum of the ideal triangular lattice is described by the
functions ω2

x(k) = ω2
g [3 − 2 cos(akx) − cos(akx/2) cos(ayky)] and ω2

y(k) =
3ω2

g [1 − cos(akx/2) cos(ayky)], where ωg =
√
geff and ay = a

√
3/2, so that

for the transverse wave propagating in the x direction (i.e. ky = 0) the group
velocity is vT = limkx→0 dωy(k)/dkx =

√
3aωg/2

√
2, while for the longitudi-

nal wave the group velocity is vL = limkx→0 dωx(k)/dkx =
√

3 vT .
Because in the GS all atoms lie in substrate minima, the layer is strongly

pinned. To initiate the motion, a topological defect (either a localized defect
like crowdion or a dislocation loop) has to emerge first. The size of this defect
must be of order d ∼ as

√
geff , so one could expect different scenarios for small

and large values of geff . Indeed, around some threshold value of geff = g1 there
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is a crossover from one characteristic scenario to another in the early stages
of the transition.

Stiff layer. In the regime geff � g1 the transition from the locked to
running state is mediated by the formation of an island of moving atoms in
a sea of essentially stationary particles. The size of the moving island grows
quickly in the direction of the driving force, and somewhat more slowly in
the perpendicular direction. Inside the island the atoms largely maintain their
triangular structure due to the stiffness of the atomic layer. Hence one sees
areas of essentially perfect triangular lattice surrounded by a loop of partial
dislocations. Due to the periodic boundary conditions, the island eventually
joins up on itself. There is then a strip, oriented parallel to the driving force
and bounded in the direction perpendicular to the driving force, in which
particles move along the periodically-continued system. Outside this strip
the particles are immobile. We shall denote such a state as a river. The
river then broadens perpendicular to the driving direction until all atoms are
moving.

The evolution of this scenario is shown in a series of snapshots in
Fig. 11.17. The same scenario was observed for both interactions. However,
the value of g1 above which the described scenario is observed, is different for
the LJ and exponential interactions. The LJ layer behaves more rigidly than
the exponential case for the same value of geff . It was found that 0.1 < g1 < 1
for the LJ case and g1 ≈ 1 for the exponential case.

The size of the island nucleated was found to increase with increasing
geff . As one increases geff further the characteristic nucleation island size
increases towards the system size. For a very stiff layer of particles, geff > g2,
the transition occurs via the whole system of atoms beginning to move. The
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Fig. 11.17. Snapshots of the mechanism of the locked-to-running transition for the
LJ interaction with geff = 0.9, η = 0.141, T = 0.05, and F = 0.9933. The positions
of the particles are indicated by circles. The x component of the particle velocity is
shown in a grey scale by the color of the circle: black corresponding to zero velocity
and the lightest grey to velocities over a certain velocity cutoff [850].
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value of g2 naturally depends on the system size as well as on the details
of Vsub(x, y) and Vint(r). In particular, g2 increases with N , so that one
can mediate the transition with larger and larger islands by increasing the
system size. For the same system size and temperature, the LJ interaction
again proved stiffer than the exponential interaction, having a smaller value
of g2.

Weakly bound layer, exponential interaction. For a weak interatomic in-
teraction, geff � g1, it was found that the locked-to-running transition was
mediated by the formation of an avalanche of moving particles leaving be-
hind a depleted, low-density region. The atoms in the disturbed region do
not show a regular structure, so we may speculate that the beginning of
the locked-to-running transition is caused by the nucleation of a “melted”
island. Snapshots of the system for the exponential interatomic interaction
at three times during the transition are shown in Fig. 11.18 for the case of
geff = 0.1. A thermal fluctuation starts a small number of particles moving
in the direction of the driving force. This fluctuation persists long enough
to locally destroy the triangular ordering of atoms and allows the atoms to
escape the substrate minima. The moving atoms are accelerated by the driv-
ing force, leaving a depleted region behind them. The size of the disturbed
region quickly grows in the direction of the driving force as the moving atoms
impinge on stationary particles in front of them. Thermal fluctuations and
the unbalanced repulsive interaction left by the atoms that have moved off
their lattice sites cause stationary atoms adjacent to the depleted region to
be easily set into motion. A dense region of atoms is created at the leading
edge of the disturbance as the mobile particles are able to move faster than
the leading edge can propagate. Mobile particles are therefore slowed down as
they approach the leading edge, producing a dense region of slower particles,
in much the same way as traffic slows down on approaching a hindrance on
a road. We shall call this kind of situation a traffic-jam effect. The bulge at
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Fig. 11.18. Snapshots of the locked-to-running transition for the exponential in-
teraction with geff = 0.1, η = 0.1, T = 0.01, and F = 0.94 [850].
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the leading edge of the disturbance grows both parallel and perpendicular to
the driving force until the the domain of moving atoms joins up on itself due
to the periodic boundary conditions. The formation of the bulge is clearly
visible in the two later snapshots of Fig. 11.18 (notice that in this particular
simulation a second nucleation event also takes place).

Weakly bound layer, LJ interaction. The scenario observed for the LJ
interaction is slightly different. Snapshots for the LJ interaction with geff =
0.023 are shown in Fig. 11.19. Again, a thermal fluctuation allows a small
number of particles to start to move in the x-direction. For the case shown in
Fig. 11.19 this was 4 − 5 neighboring particles in the same y = Const. plane.
The disturbed region quickly expands in the direction of the driving as in the
case of the exponential interaction and again a depleted region is formed. In
the LJ case the atoms in the wake of the disturbed region are set into motion
by the attractive interaction between the particles at separations in excess of
r = as. The effect of the moving particles creating a traffic jam-like, denser
region is different for the LJ interaction than for the exponential interaction.
In the latter case a very dense region formed and produced a bulging out of
the disturbed region. As can be seen in Fig. 11.19, for the LJ interaction the
increased density causes the disturbed region to grow not only in the direction
of the driving force, but also preferentially along the other two slip planes of
the triangular lattice. The density at the leading edge of the disturbed region
does not become as large as for the exponential interaction, and instead of
bulging out the disturbed region develops “barbs” at angles ±π/3 relative to
the driving direction. At later times the disturbed region joins up with itself
due to the periodic boundaries.

One extra atom. For the commensurate case described above, the first
event in the forward transition is the creation of the disturbed region due to
thermal fluctuations. The rate of this process is controlled by the Boltzmann
factor exp(−εact/T ), where the activation energy εact is determined by the

� � � � � ������ � � �����

0 10 20 30 40 50 60
x/ax

0

10

20

30

40

50

60

y/
a y

0 10 20 30 40 50 60
x/ax

0

10

20

30

40

50

60

y/
a y

0 10 20 30 40 50 60
x/ax

0

10

20

30

40

50

60

y/
a y

Fig. 11.19. Snapshots of the mechanism of the locked-to-running transition for
the LJ interaction with geff = 0.023, η = 0.2, T = 0.0025, and F = 0.9901 [850].
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driving force, for example εact ∝ (1−F )1/2 in the geff � 1 case. In the simu-
lation, Braun et al. [850] (2001) used low temperatures to reduce “noise” in
the snapshots and, thus, they had to use forces very close to the maximum
value, F = 1. In order to check whether the scenario is different for lower
forces, the authors also made simulations with one extra atom inserted into
the commensurate structure. In the 1D FK model such a situation corre-
sponds to one “geometrical” kink which easily moves through the lattice. In
the isotropic 2D model, the configuration with one inserted atom surrounded
by the “distortion cloud” (due to shifting of neighboring atoms around the
inserted one) produces a localized configuration called crowdion. Similarly
to the 1D model, the crowdion moves much more easily than atoms of the
background commensurate structure. At small F the crowdion performs di-
rected random walks in the x direction, but sometimes it may also jump
to the nearest neighboring x-channel and push the atoms from their ideal
positions. With increasing force, at some moment an additional crowdion–
anti-crowdion pair is created, and subsequently the avalanche starts to grow.
The subsequent scenario was found to be the same as described above for the
fully commensurate case. The critical force Fc when the avalanche begins,
however, is now much lower than in the commensurate case.

Later times. In all cases, the disturbed region eventually joins up on itself,
due to the periodic boundary conditions. For relatively small square systems
(e.g., for N ≤ 64 × 64) the moving domain did not have much opportunity
to grow perpendicular to the driving force before joining with itself and so a
river of moving particles was formed. In the middle of river the atoms move
with almost the maximum velocity Fc/η and keep the ordered triangular
structure. However, the boundary between the running and locked regions
of the layer, which takes about ten atomic channels, is totally disordered.
The width of the river was found to grow approximately linearly with time,
at a rate that decreased with increasing damping or temperature, until the
whole system was in the running state. This scenario is quite general, because
even in an infinite system, neighboring disturbed regions arising from thermal
fluctuations, will overlap with each other when they reach some critical size,
as usual in percolation problems.

For larger square systems Braun et al. [850] observed that the moving
domain in fact grows considerably both perpendicular and parallel to the
driving force. At T = 0 the leading, approximately semicircular, edge of the
moving domain was found to both grow in diameter at a rate v, and to
propagate at speed c. Both v and c were found to be approximately equal
to the longitudinal group speed vL of the layer. As the moving domain then
gains area by translational motion and growth, the mobility should increase
as t2.
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11.5.2 “Fuse-Safety Device” on an Atomic Scale

Nonlinear dynamics of all models described above has one common feature:
the average drift velocity 〈v〉 of the system is a monotonically increasing
function of the applied force F . Below we describe the nonmonotonic scenario,
when the system has a nonzero conductivity (〈v〉 �= 0) at low forces and
becomes locked (〈v〉 = 0) at higher forces. Such fuse scenario will be described
for two simple mechanical models of interacting atoms having more than one
spatial dimension:

(a) The zigzag FK mode, i.e. the chain of atoms of unit mass subjected
to the 2D external potential sinusoidal with the amplitude εs = 2 and the
period as = 2π in the x direction (along the chain), and parabolic in the
transverse direction y, Vsub(x, y) = (1 − cosx) + (1/2)ω2

yy
2;

(b) The 2D isotropic FK model, i.e. the array of atoms adsorbed on the
periodic 2D substrate of the square symmetry, Vsub(x, y) = 2−(cosx+cos y).

For the model (a) an isolated atom near the potential minima has the
frequency of x-vibration ωx = 1, while the frequency of transverse y-vibration
is given by ωy. For the model (b) the vibrations near the minima are isotropic,
ωx = ωy = 1. If the force is applied along x, an isolated atom start to slide at
the critical force Fcrit ≡ πεs/as = 1. In both models we take the exponential
interaction between the atoms, Vint(r) = V0e

−βr (in simulation the value
β = 1/π was used), where the amplitude V0 can be expressed for the sake of
convenience as V0 = g(πe)2. The atomic motion is governed by the Langevin
equations with the viscous friction η and the external dc force F applied in
the x direction.

Let us consider the situation when each potential well is filled with one
atom (the trivial commensurate structure), plus some excess atoms are added,
which in the ground state form localized compressions, or kinks. For example,
in the model (a), we place N atoms on the M wells, thus having Nk = N−M
kinks in the chain with dimensionless concentration θ = N/M . In the model
(b), this is repeated for every row y = 2πn, n being an integer.

The kinks are the effective mass carriers, since they start to slide at a
force much smaller than Fcrit = 1. The specific features of both 2D models
introduced above, by contrast with the one-dimensional FK model, is that the
extra spatial dimension allows for the transverse “y-orientation” of the kinks.
The increasing force, applied along x, can turn the sliding kinks transversely
so that they stop, and the system ends up locked. The main result, the kink
velocity [defined as vk = 〈v〉N/Nk] versus the external force F at different
frictions η and concentrations θ, is shown in Fig. 11.20(a) for the model (a)
as an example. The “fused” behavior can be seen clearly: an initially linear
growth of vk with F saturates as soon as the kinks reach certain critical
velocity, followed by the drop of vk to zero. Figure 11.20(b) reveals that
this process is accompanied by the growing transverse y-displacements of the
atoms.
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Fig. 11.20. The fuse scenario for the 2D isotropic FK model. (a) Kink velocity vk

vs. force F . Curves show the average values, while symbols are for the raw data
from the simulation (100 points taken during the time 200π for each value of F ).
Small dots and solid curves are for η = 0.1, bold dots and dashed curves are for
η = 0.2. (1) θ = 64/56, (2) θ = 64/60. (b) The same as in (a) for the maximum
transverse displacement of the atoms ymax defined as the maximum deviation of
the y coordinate of an atom from the nearest line y = 2πn, n being an integer [851].

A detailed investigation of the fuse behavior may be found in the paper by
Braun et al. [851]. A mechanism of the trapping lies in random transverse
oscillations of the atoms in the cores of kinks. When the force grows, the
amplitude of these oscillations sharply increases after the kinks reach certain
critical velocity, and finally the mobile state is transformed into immobile one
with the kinks oriented transversely to the applied force.

Generally, to exhibit such a peculiar scenario which resembles a “fuse
safety device” on an atomic scale, the system should have the following in-
gredients: (i) a mobile ground state, (ii) a close metastable state, which is
immobile at the same forces, and (iii) with increasing of the applied force F
the system should be moved from the mobile state to the immobile one, thus
locking itself.
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A number of books have already been published in the field of nonlinear
dynamics and solitons, and many volumes include an analysis of nonlinear
models of low-dimensional solid state physics developed for different applica-
tions. A majority of those books includes discussions of seemingly different
physical phenomena, where nonlinear excitations become important, as well
as some technical methods for solving particular nonlinear equations. The
title of this book sounds a bit narrow, and, indeed, it is used more often in
the narrow context of a classical model for dislocation dynamics. The sponta-
neous, legitimate reaction of a careless reader to this title can be summarized
by the general question: ”Why study a particular model ?”

Our main effort in selecting the topics covered by this book was to demon-
strate the unique generality of many of the basic physical concepts and
methods. Unlike many other authors, we did not restrict ourselves to spe-
cific applications or a specific field of physics but, instead, tried to present
a panoramic view on the fundamental physical concepts of low-dimensional
nonlinear physics. Indeed, The Frenkel-Kontorova Model project provides a
unique framework for realizing our goals, linking seemingly different fields
of physics where nonlinear models become important for describing many
physical properties. Working on different parts of this book over a period of
ten or even more years, we have been trying to follow the rapidly growing
literature on this and related fields. To our great surprise, we find more and
more examples of novel physical systems where the fundamental concepts and
results based on those introduced for the FK model, and the analysis of its
nonlinear excitations such as kinks and breathers, can be effectively applied.

It would be relevant to reflect some of the most recent developments,
in order to expand the panoramic presentation of the physically important
models given in Chap. 2. These applications range from the physics of vor-
tex matter in high-Tc superconductors to microscopic engines on the atomic
scale, and the number of relevant examples seems indeed endless. Below, we
mention only a few of the most recent developments which bring new ideas
and new model generalizations not mentioned previously in this book.

Vortex matter. In recent years, great interest has grown in the study of the
static and dynamic properties of ensembles of vortices (so-called vortex mat-
ter) on the spatial profile of the pinning potential originating from defects in
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the underlying material. The behavior of the vortex lattice was investigated
experimentally as well as theoretically in the presence of a great variety of
these pinning landscapes, ranging from purely random to highly periodic.
Several of these studies revealed the existence of static channels of easy vor-
tex flow at currents just above the critical value. In addition, this critical
current was shown to be proportional to the interaction strength between
vortices inside the channel and those at the channel edges, as expressed by
the shear modulus of the vortex lattice. A precise theoretical description of
this phenomenon and of its dependence on the channel width is still lacking.
Besseling et al. [852] studied the properties of static easy flow channels apply-
ing the FK model, and they demonstrated that a mismatch between channel
width and lattice constants induces (point) defects in the channel leading to
an almost vanishing shear strength. This can have important implications
for the properties of vortex matter in a pinning potential with large spatial
variations in strength.

Driven vortex lattices interacting with either random or periodic disor-
der have attracted growing interest due to the rich variety of nonequilibrium
dynamic phases that are observed in these systems. These phases include
the elastic and plastic flow of vortices which can be related to vortex-lattice
order and transport properties. Periodic pinning arrays interacting with a
vortex lattice are now attracting increasing attention as recent experiments
with patterns of holes and magnetic dots have produced interesting com-
mensurability effects and enhanced pinning. These systems are an excellent
realization of an elastic lattice interacting with a periodic substrate that is
found in a wide variety of condensed matter systems including charge-density
waves, Josephson-junction arrays, and FK-type models of friction. An inter-
esting aspect of periodic pinning arrays is how the symmetry properties of
the array affect the transport properties when the vortex lattice is driven at
different angles [853].

In many problems associated with the pinning of the vortex lattices, the
effective substrate potential is aperiodic. Throughout the book, we mainly
considered the case of the sinusoidal substrate potential and, although we
often discussed a possible change of the results for a nonsinusoidal shape
of the potential, the substrate was always assumed to be strictly periodic.
An interesting generalization of the model emerges if the potential is quasi-
periodic. This problem was studied, in particular, by van Erp et al. [854] and
Vanossi et al. [855]. A model of this type may describe the surface of a quasi-
crystal, for example, and also gives insight into the more complex problem
of a random substrate potential. For a fixed-density chain, this model also
demonstrates the Aubry transition from the locked state to the sliding state
with an increase of the elastic constant g. In such a model, the PN force
is nonzero for any strength of the interaction, contrary to the classical FK
model.
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Novel topological defects. The most powerful application of the concepts
associated with the FK model is to modelling complicated topological struc-
tures or defects in essentially two (and even three) dimensional systems.
Magnetic systems are the most commonly used example. For example, Ko-
valev [75] proposed generalizing the FK model to describe antiferromagneti-
cally (AFM) ordered elastic crystals, and he demonstrated that the FK model
can describe complex topological defects in two-dimensional AFM crystals in
the form of a bound state of a dislocation with a magnetic declination. An
equivalence between some simple magnetic models and the FK model was
formulated by Trallori [856], including the models of Fe/Cr(211) magnetic
superlattices.

Recently, Korshunov [857] presented an argument for a kink-antikink un-
binding transition in the fully frustrated XY model (on square or triangular
lattices). This forces the phase transition associated with unbinding of vortex
pairs to take place at a lower temperature than the other phase transition,
associated with proliferation of the Ising-type domain walls. These results
can be applicable to a description of superconducting junction arrays and
wire networks in a perpendicular magnetic field, as well as for planar antifer-
romagnets with a triangular lattice.

Tchernyshyov and Pryadko [858] described the regime of strong coupling
between charge carriers and the transverse dynamics of an isolated conducting
stripe, such as those found in cuprate superconductors. A stripe is modelled as
a partially doped domain wall in an AFM, and doped holes can lose their spin
and create a new topological object, a holon, which can move along the stripe
without frustrating the AFM environment. One aspect in which the holons
on the domain wall differ from those in an ordinary one-dimensional electron
gas is their transverse degree of freedom: a mobile holon always resides on
a transverse kink (or antikink) of the domain wall. This gives rise to two
holon flavors and to strong coupling between doped charges and transverse
fluctuations of a stripe.

Inspired by the experimental observation that cuprate stripes tilt away
from the crystal axis, Bosch et al. [859] proposed a new type of stripe phase
in the heavy doping regime. The topological excitations associated with this
doping are fractionally charged kinks that make the stripes fluctuate and tilt.
The experimental doping dependence of the tilt angle can be used to de-
termine the fundamental charge quantum of the stripes. They argued that
the charged kinks themselves should order. It should therefore be possible to
observe the super-lattice reflections of this kink lattice in diffraction experi-
ments. On the one hand, the kinks carry charge and under the assumption
that the screening length is of the order of, or larger than, the average kink
separation, the kinks would tend to maintain a maximum separation, thereby
forming a Wigner crystal of kinks.

Atomic scale engines. The FK model was frequently employed to explain
the basic principles of operation of atomic scale engines such as biological
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motors, ratchet systems, molecular rotors, and molecular machinery in gen-
eral. The main challenge for this kind of device is to explain how to trans-
form energy to directed motion on such a small scale. In particular, Porto
et al. [860] suggested a new approach for building microscopic engines on the
atomic scale that move translationally or rotationally and can perform use-
ful functions such as pulling a cargo. Characteristic of these engines is the
possibility to determine dynamically the directionality of the motion. The
approach is based on the transformation of the input energy to directed mo-
tion through a dynamical competition between the intrinsic lengths of the
moving object and the supporting carrier. The main advantages of this inno-
vative approach are (a) the same concept applies for both translational and
rotational motions, (b) the directionality of motion is determined dynami-
cally and does not require spatial asymmetry of the moving object or of the
supporting carrier, (c) the velocity obtained can be varied over a wide range,
independent of the direction, and (d) the engine is powerful enough to allow
for transportation of a cargo.

What does one learn, in conclusion, from a study of this particular model?
As long as the outcome of the investigation is a development of universal tools
for studying nonlinear systems, we believe the reader can acquire the basic
foundations in the interdisciplinary concepts and methods of both solid state
physics and nonlinear science. This book covers many important topics such
as the nonlinear dynamics of discrete systems, the dynamics of solitons and
their interaction, commensurate and incommensurate systems, and we believe
the list of possible applications of the model will grow steadily in the near
future. The reason for this is simple: realistic physical systems are often very
complicated, and it is always important to develop the fundamental concepts
of physics having in mind simpler models. After all, this is what the field of
physics is all about !
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In the summer of 1948 I asked one of my academic teachers, Ulrich Dehlinger,
professor of theoretical physics at the Technische Hochschule Stuttgart (now
Universität Stuttgart), to suggest to me a line of research for a Diplom–Arbeit
in physics (an approximate equivalent of a master’s thesis). It had to be a
theoretical topic, since at that time, only three years after the end of World
War II, laboratory space and experimental equipment were extremely short
in the almost completely destroyed university. Even finding a promising topic
constituted a major problem, since during the war Germany had been cut
off from the international scientific literature almost completely, and new
contacts had not yet been established.

Professor Dehlinger suggested to me to have a look at the paper by Frenkel
and Kontorova [6], on which he and Kochendörfer had written a comment a
few years earlier [861]. Both papers were based on a model that Dehlinger
had developed as part of his Habilitationsschrift, submitted to the Technische
Hochschule Stuttgart on May 14th, 1928, see Fig. 13.1. Dehlinger realized
that the model admitted non-trivial mechanically stable solutions, for which
he derived an approximate analytical expression. In modern parlance these
‘Verhakungen’ would be called pairs of abrupt kinks of opposite sign or simply
kink pairs. If the Prandtl–Dehlinger model is understood as a reduction from
a two-dimensional model, as was intended by Dehlinger, his ‘Verhakungen’
correspond to dislocation dipoles, the dissolution of which was held respon-
sible for the recovery and/or recrystallization of plastically deformed metals.
For a list of ‘translation’ from one model to the other see Ref. [862].

Ludwig Prandtl had developed essentially the same model already in
1912/13 but did not publish it until 1928 [1]. The approaches of Prandtl
and Dehlinger to the solution of the basic equations were completely differ-
ent, however. Dehlinger acknowledged the priority of Prandtl in conceiving
the model but emphasized that his work was done independently.

My attention was immediately captured by Frenkel and Kontorova’s by
now well known analytical solution of a uniformly moving single kink, since
it was obvious that the full model could not have any uniformly moving
solutions. However, the physical meaning of the assumptions that Frenkel
and Kontorova had to make in order to arrive at their ‘solution’ were not
immediately clear. Particularly enigmatic was the introduction of a negative
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atomic mass. After some fruitless efforts to clarify the situation by searching
for exact solutions, I realized that the model allowed for the crystal structure
in two distinct ways, and that these may be handled separately, depending
on the questions to be answered.

(i) The existence of atoms is taken into account by the discreteness of
the model. A direct consequence of this is that the basic equation is a set
difference-differential equations.

(ii) The force that two adjacent rows of atoms or, more generally, two
neighbouring lattice planes, exert on each other is a periodic function of their
relative displacement. In the model it is represented by a sine function whose
period a is equal to an interatomic distance of the crystal structure.

Fig. 13.1. Front page of the Habilitationsschrift of U. Dehlinger with excerpts.
‘Verhakungen’ are pairs of abrupt kinks of opposite sign or simply kink pairs.

In my Diplomarbeit I showed how to arrive in a systematic way at a
continuum model that retained feature (ii) and thus, through the lattice pa-
rameter a, one of the important characteristics of the crystal structure. I
derived the non-linear partial differential equation

∂2u

∂z2 − ∂2u

∂t2
= sin u, (13.1)

where z is a normalized spatial coordinate, t a normalized time, and u =
u(x, t) a normalized relative displacement of the two adjacent rows of atoms.
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Equation (13.1) is Lorentz-invariant and, therefore, I was able to obtain uni-
formly moving solutions from the static solutions in terms of Jacobian elliptic
functions; the Frenkel-Kontorova solution was a special case.

For my doctoral thesis, I chose two main topics. Equation (13.1) was
much simpler than the original set of difference-differential equations. This
led me to attempt an extension of the two-parameter family of solutions I
had obtained in my Diplomarbeit. As a first step, I developed a perturbation-
theory approach and used it to treat, among other topics, the influence of
external forces and to solve the initial-value problem for the solutions I had
derived earlier. The approach may be considered as a forerunner of the exact
solution that was obtained after the solitonic properties of Eq. (13.1) had
been discovered. Another outcome that has remained important till today
was the modification of the vibrational spectrum of a crystal by the presence
of kinks in dislocations. It plays a key role in the statistical thermodynamics
of kinks, as discussed in Chaps. 6 and 7 of the present book.

The second main topic arouse from the controversy between Frenkel–
Kontorova and Dehlinger–Kochendörfer on the question whether the Frenkel–
Kontorova solution was related to the dislocation concept as developed by
Taylor [863], Polanyi [864], and Orowan [865]. Dehlinger and Kochendör-
fer [861] strongly emphasized this relationship, which had been explicitly
denied by Frenkel and Kontorova [6]. In the mean time, at the suggestion
of Orowan, Peierls [142] had quantitatively treated a model which combined
item (ii) with Taylor’s continuum approach, which was based on the linearized
theory of elasticity of isotropic media [863]. By trial and error, he had found
the solution of the non-linear integro-differential equation that describes a
single dislocation. Since, from the physics point of view, the Orowan–Peierls
model described the same situation as Eq. (13.1) in the time-independent
case, and since no systematic procedure of solving Peierls’ integro-differential
equation was (and still is) known, I developed a heuristic approach for deriv-
ing the set of solutions of Peierls’ equation that correspond to the Diplomar-
beit solutions [866].

The simplicity and the elegance of the results obtained led me to suspect
that, in spite of the non-linearity, analytical solutions of Eq. (13.1) might
exist beyond those I had found so far. In the physics teaching of that time,
non-linear problems played almost no role, and if they turned up, they were
usually treated by perturbation theory and linearization. I remembered that
in the differential geometry of surfaces this was different, and that there all
problems were non-linear except for trivial ones that had to do with planes.
Sometime in the middle of 1950, when I browsed through the only book on
differential geometry on my bookshelf [867], I found the casual remark that
if on surfaces of Gaussian curvature K = −1 (the so-called pseudo-spherical
surfaces) the asymptotic lines p =const., q =const. are used as parameter
lines, the angle ω between the two sets of parameter lines obeys the equation
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∂2ω

∂p ∂q
= sinω. (13.2)

Of course, I immediately realized that Eq. (13.2) is nothing but Eq. (13.1)
written in light-cone coordinates. In the language of differential geometry,
the ‘physical coordinates’

u = p+ q, v = p− q (13.3)

are the lines of curvature of the surface. The asymptotic lines p =const.,
q =const. are the characteristic lines of Eq. (13.1).

Blaschke’s book said nothing about explicit solutions of Eq. (13.2). But
since surfaces of constant curvature are among the simplest non-trivial ob-
jects of differential geometry, it was likely that detailed results had been
obtained. I found access to these results in Bianchi’s [868, 869] and Eisen-
hart’s [870] textbooks on differential geometry. It turned out that the decisive
step had been taken by Bianchi at the age of 23 in his ‘tesi di abilitazione’ in
1879 [871]. From one solution of Eq. (13.2), Bianchi’s ‘trasformatione comple-
mentare’ generated another one. It is remarkable that Bianchi achieved this
breakthrough entirely by geometrical reasoning. The analytical formulation
of the ‘trasformatione complementare’ was given only much later and turned
out to be a special case of the Bäcklund transformation of Eq. (13.2). Even
more important was the ‘teorema di permutabilitá’ of Bianchi [872], since it
allows us to obtain, without quadratures, a third solution of Eq. (13.2) when
two solutions are given.

My attempt to trace the first appearance of Eq. (13.2) in the literature led
me to the belief that Enneper [8] was the first to treat Eq. (13.2). I therefore
introduced the name Enneper equation for Eqs. (13.1) and (13.2) [13]. In
a recent very thorough investigation, Heyerhoff [873, 874] has shown that
Bour [875] in his studies on surfaces derived Eq. (13.1) already in 1862,
though not in the context of pseudospherical surfaces. Thus, a historically
correct name for Eqs (13.1) and (13.2) would be Bour–Enneper equation.

By the end of the summer of 1950 it was clear that I had hit a gold
lode but that, under the precarious economical and personal circumstances
of those days, mining it before submitting my thesis was out of the question.
Luckily, I found in Hans Donth a very capable student who took up the topic
in his Diplomarbeit. We realized that in physical terms, Bianchi’s theorema
di permitabilitá meant that for Eqs. (13.1) and (13.2) the addition theorem
of tan(u/4) played the same role as the superposition principle for linear
equations. It is this superposition property that characterizes solitonic partial
differential equations.

The first ‘new’ solution we discovered was the breather solution result-
ing from the superposition of two kinks of opposite sign moving in opposite
directions with equal speed. The oscillatory and localized character of the
breather raised the question of an appropriate nomenclature. Dehlinger and



13 Historical Remarks 439

Kochendörfer [861] had coined the expression Eigenbewegungen (characteris-
tic motions) for the single-kink solutions of Eq. (13.1). They had recognized
a certain analogy to the Eigenschwingungen (characteristic vibrations) of
crystal lattices (fixed energy, corresponding to the eigenvalues of oscillators),
and they had suspected the existence of modes that were intermediate be-
tween the kink solutions and the familiar small-amplitude vibrations. After
we had discovered these ‘missing links’ and, moreover, that all these modes
are superposable in the sense discussed above, I felt that the name Eigenbe-
wegungen, indicating greater generality than Eigenschwingungen, was highly
appropriate. In order to distinguish between the kink–type solutions and the
breather–type solutions, I called the first class translatorische Eigenbewegun-
gen and the second one oszillatorische Eigenbewegungen. Half a century later
I still think that these names (with their English counterparts) would be bet-
ter than the all-comprising expression ‘soliton’, which is indeed used for such
a wide range of objects that it has to be redefined each time.

The great disappointment came when we presented our results to the
scientific public and when I tried to arouse the interest of mathematicians
and of physicists working in dislocation theory. A typical reaction was that
we were considering a very special situation of no general interest, which
was not worth being pursued further. The only encouragement from outside
came from Elliot Montroll. Being a typical ‘problem solver’ with very wide
interests, he would surely have enjoyed the impact of ‘soliton theory’ on many
branches of science, had only he lived long enough. As a consequence of the
disappointing reaction of the scientific community we stopped publishing our
mathematical results (some of them have not appeared in the literature even
now) and turned towards applications. Fortunately, this turned out to be a
very fruitful line of research, too.

In 1952, I was invited to write two contributions to the newly conceived
many-volume Encyclopedia of Physics of Springer, viz. one on lattice de-
fects [876] and one on crystal plasticity [877]. Writing the first of these con-
tributions in 1953/54 offered the opportunity not only to summarize our
results and to relate them to the work of other authors but also to suggest
possible relationships to experimental observations. The most important sug-
gestions concerned, on the one hand, the strong increase of the critical shear
stress at low temperatures of body-centered cubic metals such as molybde-
num and of valence crystals such as the semiconductors with diamond crystal
structure, and, on the other hand, the prediction of a mechanical relaxation
effect associated with the thermally activated and stress-assisted formation
of kink pairs. The first suggestion was fully endorsed by the experimental
work of the 1960s and 1970s. With regard to the second suggestion, shortly
before the manuscript went to press, the detailed publication of Bordoni’s
discovery of a mechanical low-temperature relaxation in various plastically
deformed face-centered cubic metals [878] was brought to my attention. The
(admittedly limited) observations appeared to fit the theoretical predictions.
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So I included the interpretation of the Bordoni relaxation in terms of the
kink-pair formation in my 1955 Encyclopedia contribution [876].

The kink interpretation of the Bordoni relaxation (and of similar relax-
ation phenomena that were discovered subsequently) became the starting
point of a very important development. We realized that, in contrast to
straight dislocations, kinks in dislocations are very suitable objects of sta-
tistical mechanics, in particular in the treatment of rate processes involving
dislocations. With important contributions by H. Donth, F. Pfaff, P. Schiller,
and G. Stenzel, the basic theory was worked out within the next decade (see
Ref. [879], which contains also a summary of the attempts to carry Dehlinger’s
treatment of the discrete model further).

Equation (13.1) is not always the best starting point if taking into account
the influence of an applied stress on the dislocation motion is essential. An
example is provided by the treatment of the Gibbs free line energy of a dis-
location in the saddle-point configuration of kink-pair generation. Following
Eshelby [880], for this type of problem we may get physically correct answers
if in Eq. (13.1) we replace sin u by (1/2)du2(1 − u)2/du = u(1 − u)(1 − 2u)
and add a constant term representing the external stress. A complete analyt-
ical treatment of the stress- and temperature-assisted generation rate of kink
pairs in dislocations has been developed in this way under the assumption
that the continuum description referred to above is applicable [881, 882].

The interaction between experiments and theory developed in a very fruit-
ful way and is still going on. At present, it constitutes the main source of
information on the Peierls barriers of dislocations [883, 884].

Stuttgart, November 2002 Alfred Seeger



References

1. L. Prandtl: Z. angew. Math. Mech. 8, 85 (l928)
2. U. Dehlinger: Ann. Phys. (Leipzig) 2, 749 (1929)
3. Ya. Frenkel, T. Kontorova: Phys. Z. Sowietunion 13, 1 (1938)
4. T.A. Kontorova, Ya.I. Frenkel: Zh. Eksp. Teor. Fiz. 8, 89 (1938)
5. T.A. Kontorova, Ya.I. Frenkel: Zh. Eksp. Teor. Fiz. 8, 1340 (1938)
6. Ya. Frenkel, T. Kontorova: J. Phys. Acad. Sci. USSR 1, 137 (1939)
7. Ph. Rosenau: Phys. Lett. A 118, 222 (1986)
8. A. Enneper: Nachr. Köngl. Gesellsch. d. Wiss. Göttingen (1870), pp. 493-511
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S. Flügge (Springer Berlin 1958)
878. P.G. Bordoni: J. Acoust. Soc. Amer. 26, 495 (1954)
879. A. Seeger, P. Schiller, Kinks and dislocation lines and their effects on the

internal griction in crystals, in: Physical Acoustics Vol. III A. ed by W.P.
Mason (Academic Press New York and London 1966), pp. 361-495

880. J.D. Eshelby: Proc. Roy. Soc. London A 266, 222 (1962)
881. A. Seeger, Structure and diffusion of kinks in monoatomic crystals, in: Dislo-
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